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FIG. 10. (Color online) Snapshots of “cold ablation” processes.
Green points are Li0 ions and black points are F0 ions. Color code as
in Fig. 4. (a) Defect concentration 0.54%, temporary crack formation.
(b) Defect concentration 0.57%, solid state ablation. (c) Defect
concentration 0.54%, but reduced recombination time (4 ps), solid
state ablation.

crack formation (“reference process”) continues to oscillate
after recombination, the oscillations in the two other cases
are damped more strongly after recombination. Nevertheless,
also in the ablative cases the pressure continues to oscillate in
contrast to the previous ablation cases, where the crystal was
partially molten; this is a sign that the ‘cold ablation’ occurs
in the solid state.

We note that the oscillation period in the ablative cases
is approximately two times smaller than that in the case of
temporary crack formation [compare the black and red curves
in Fig. 11(a) after 30 ps]. This is due to the fact that the

FIG. 11. (Color online) (a) Pressure and (b) temperature evo-
lution for “cold ablation” processes. Ablation occurs for a defect
concentration of 0.57% (“increased defect concentration”) but not
for a reduced recombination time. Black line: subthreshold process
for a defect concentration of 0.54% (”reference”). Before 1 ps all three
lines coincide; between 1 and 14.5 ps the red and black lines coincide.

thickness of the ablated shells is about half that of the original
crystal. In all cases the pressure relaxes to a final value of
approximately 1 GPa, because the crystal in all three cases
remains in its solid state.

The simulation with the reduced recombination time shows
a strong pressure peak at the time of recombination t = 1
ps, which is clearly responsible for ablation. The pressure
evolutions of the subthreshold and the ablative simulations
show only subtle differences, even though the final result
for the solid—temporary crack or ablation—is qualitatively
different.

The temperature evolution is displayed in Fig. 11(b). We
note here that the temperature rises two times: at the time of
defect formation and at the time of recombination. All three
processes finish at about the same temperature, 720 K. Since
the melting point of LiF is 1118 K, this clearly indicates that
the material remained in the solid state.

VI. CONCLUSIONS

In this work we have investigated the influence of defects
(neutral Li0 and F0) on the ablation of LiF by XUV irradiation.
Our model is aimed at a qualitative assessment of the effects
of defect formation on the ablation process. We find the
following.
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Theoretical tools 

•  Molecular dynamics 
 
Solve Newton‘s equations. 
 
Advantages: 
•  Input: only interatomic forces, 

 nowadays available for many materials 
•  as realistic as possible  

 - for many-body simulations 
 - for thermal nonequilibrium situations 

•  easy visualization / animation: 
 appeals to imagination 

 
Disadvantages: 
•  computationally slow 
•  cannot handle time scales & 1 ns 
•  cannot handle space scales & 100 nm 

         [1 µm] 
Isaac Newton (1643 – 1727) 
1687: Philosophiae Naturalis  
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Outline 

•  Two-temperature model / MD for metals 
•  Two-temperature model / MD for LiF 
•  Melting and spallation of thin LiF films 
•  defects  
•  swift-ion tracks in LiF 



Two-temperature model + MD for metals: 
 
assumes electronic and atomic system to be internally 
thermalized with temperatures T_e, T_a 
 
heat conduction equation for electrons 
Newton‘s equations for atoms 
 
electron-ion coupling terms 

Schäfer, Urbassek,  
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Outline 

•  Two-temperature model / MD for metals 
•  Two-temperature model / MD for LiF 
•  Melting and spallation of thin LiF films 
•  defects  
•  swift-ion tracks in LiF 



System: 
 
LiF thin Film (10 nm)  
(100) surface 
lateral size 
 
X-ray pulse: 7 ps 
photon energy 90 eV 

• multifragmentation (50mJ=cm2).
• In the last case visualized (80mJ=cm2), we see the

fragmentation of the film into a large number of droplets of
various sizes.

Figure 6 demonstrates the occurrence of a foamy structure
in the irradiated film for the specific case of 40mJ=cm2, close
to the ablation threshold. Note that toward the end of the laser
pulse, at 10ps, void bubbles form in the molten material,
which quickly grow to larger voids at 15 and 20ps. However,
eventually all of these bubbles will decay again; only one large
void will remain and tear the liquid leading to ablation; see
Fig. 5(d).

The phenomenon of void formation is common throughout
picosecond and femtosecond laser irradiation of materials
and characterizes the onset of ablation. It has been studied
repeatedly in the past, in particular for metals and van-der-
Waals bonded materials; see [1,6,9,26,27]. A discussion of void
nucleation in terms of nucleation theory and a comparison to
atomistic data have recently been given [5], and it has been
shown that voids nucleate in regions where a large tensile
pressure has formed. The actual location and time of forma-
tion of a void depend on statistics, i.e., on thermal fluctua-
tions; this is a common feature in phase nucleation, which
is initiated by a critical nucleus that must be large enough
to be able to grow [28]. Void nucleation only occurs in the me-
tastable region of the phase diagram, i.e., in the liquid–gas co-
existence region forbidden for equilibrium processes.

In order to compare the onset of processes between differ-
ent materials, we normalize the energy absorbed in the film
per molecule, E0, to a materials property. We calculate the
absorbed energy per atom, E0, from

2n0E0 ¼
Fabs

d
; ð9Þ

where the factor 2 accounts for the fact that the atom density
is 2n0. Note that the absorbed fluence is roughly 1=3 of the

Fig. 4. (Color online) Electron and ion temperature in the crystal for
F ¼ 30mJ=cm2. Pulse duration is 7 ps.

Fig. 5. (Color online) Snapshots of the thin film at the end of the si-
mulation time, 70ps, for various fluences: (a) 10, (b) 20, (c) 30, (d) 40,
(e) 50, and (f) 80mJ=cm2. Note that the length scale was changed for
the two highest energizations; in these cases, the snapshots have been
taken at (e) 45 and (f) 15ps.

Fig. 6. (Color online) Snapshots of the thin film irradiated with
40mJ=cm2 at times (a) 5, (b) 7.5, (c) 10, (d) 15, and (e) 20ps. The snap-
shot at time t ¼ 70ps is shown in Fig. 5(d).
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dne

dt
¼ QabsðtÞ

Egap
þ νimpne − κrecn3

e ; ð1Þ

where QabsðtÞ is the absorbed laser power density, νimp is the
impact ionization frequency, κrec describes the recombination
rate and Egap is the energy gap between the valence and con-
duction band, Egap ¼ 14 eV for LiF.

Laser irradiation also creates holes, simultaneously to con-
duction electrons. Because we assume the excitation to be
homogeneous in the slab, we assume the same for the hole
distribution. They hence lead to no new equations for our
description. Furthermore, holes are quite immobile in LiF, be-
cause their mass is larger than that of the conduction elec-
trons. Hence their role is mainly to serve for local
electroneutrality in the irradiated slab, due to the small Debye
length and the good screening in the excited LiF slab.

The impact ionization frequency is calculated from the ele-
mental frequencies via νimp ¼ ðνLiimp þ νFimpÞ=2. Each elemental
ionization frequency can be written as νXimp ¼ hveσXimpin0, as

usual, where X denotes Li or F; here, n0 ¼ 0:061Å−3 is the
number density of LiF molecules. As derived in [14,18], we
may set

hveσXimpi ¼ AX

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β=ðβ þ 1Þ

p

β þ αX
e−β; β ¼

Egap

kTe
; ð2Þ

where AX ¼ 11ð0:7Þ × 10−8 cm3=s, and αX ¼ 1:5ð0:18Þ for
X ¼ LiðFÞ, and k denotes the Boltzmann’s constant.

The recombination rate coefficient κrec is taken from [18]
and amounts to

κXrec ¼
gz

2gzþ1

"
2πℏ2

mkTe

#
3=2

eβhveσXimpi; ð3Þ

where m is the electron mass, and gz and gzþ1 denote the par-
tition functions of atom X in the ground and ionized states,
respectively. It is gz=gzþ1 ¼ 1=2. We take κrec as the average
over the elemental rate coefficients. The absorbed laser
power density QabsðtÞ is given by

QabsðtÞ ¼
Fabsffiffiffiπp

dτ expð−t
2=τ2Þ; ð4Þ

where Fabs is the laser fluence absorbed in the target, d is the
target thickness, and τ is the laser pulse duration.

Analogously, the total energy of electrons, Ee, is deter-
mined by

dEe

dt
¼ QabsðtÞ −

"
dEe

dt

#

e→a
: ð5Þ

Here ðdE=dtÞe→a is the power density transferred from the
electronic to the ionic system. We assume it is proportional
to Ee:

"
dEe

dt

#

e→a
¼ AEe: ð6Þ

The coefficient A is assumed to be in the region of ð10–20Þ ×
1011 s−1 [14]. We set in the present work A ¼ 10 × 1011 s−1.
Equation (6) describes a simple relaxation behavior of elec-
tron energy with time, which is based on the collisional energy

transfer between electrons and ions. The coefficient A can be
derived by assuming the collision cross section between elec-
trons and atoms to be given by the ionic radii of Li and F; for
details, see [14]. Note that, while Eq. (6) appears to be valid
only initially, for Te ≫ Ta, it also holds approximately down to
equilibration, Te ≈ Ta, because even then (due to the small
electron specific heat) Ee ≪ Ea. Note that at the high densities
of excited electrons and electron temperatures in our laser-
excited crystal, the density of excitons in the system will be
negligible, and, hence, they need not be considered in Eq. (6).

The electron energy Ee can be written as the sum of the
potential energy Egap and the kinetic energy Ekin

e per electron.
By assuming the conduction electrons to obey the Boltzmann
statistics, we may equate Ekin

e ¼ ð3=2ÞkTe. The electron tem-
perature Te may thus be calculated from

3
2
kTe ¼ Ee − Egap: ð7Þ

Because of our small densities of excited electrons [see
Figure 3(a)], the Fermi temperature amounts to only a few
thousand kelvin, even at the maximum of excitation, and it
decreases strongly toward a later time, while the correspond-
ing electron temperatures surpass 104 K. Hence the electron
system is not degenerated, and the classical formulas for en-
ergy and temperature are valid.

B. Molecular Dynamics
Lithium and fluorine ions interact by a Buckingham-like
potential:

VijðrÞ ¼
qiqj
4πϵ0r

þ Aij expð−r=λijÞ −
Cij

r6
; ð8Þ

with parameters taken from [19]. Figure 1 shows the so-called
cold curve, pðnÞ—the pressure p as a function of number den-
sity n at temperature T ¼ 0—and compares it with experi-
mental data [20–22]. The agreement is satisfactory within
20%. We note that the yield strength of this potential amounts
to 13:8GPa compared to 11:3GPa for the experimental curve.
The bulk modulus amounts to 76GPa compared to 72GPa in
experiment [23].

We use the Large-scale Atomic/Molecular Massively Paral-
lel Simulator (LAMMPS) code for simulating the dynamics. It
employs the particle–particle–particle–mesh technique to

Fig. 1. (Color online) Cold curve pðnÞ for T ¼ 0 evaluated for the
potential used in this work (red—1) and from experiment
(blue—2) [20–22].
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cope with the long-range Coulomb interaction. In order to
couple the electronic energy to the ion energy, we employ ve-
locity scaling, which increases the kinetic energy of each ion
in accordance with the electron energy transfer from Eq. (6)
per time step to each ion. We only heat the thermal motion of
the ions, not the center-of-mass motion. Figure 2 demon-
strates that our hybrid scheme shows good total energy con-
servation. In addition, Fig. 2 shows the temporal evolution of
the energies in the electronic and atomic system. Concomi-
tantly with the laser pulse, the energy in the electronic system
starts rising; the energy in the atomic system grows only after
a time of around 5 ps; this is the time needed for energy trans-
fer from the electronic to the atomic system. Shortly after the
maximum of the laser pulse, at around 2 ps, the atomic energy
surpasses the electronic energy, and it keeps steadily increas-
ing until it saturates at around 70ps after the maximum of the
laser pulse.

The melting point at zero pressure is around 1100K as com-
pared to 1118K in experiment [24]. The longitudinal velocity
of sound in the ½100" direction is 6700m=s at 300K, in good
agreement with the measured value of 7100m=s [23]. The
Grüneisen coefficient Γ is measured to be 2.0 for LiF [25];
we find Γ ¼ 1:63 for our potential.

Our slab has a thickness of 10nm and lateral sizes of
3:22nm. It consists of 12544 ions. It has ð100Þ free surfaces.
We employ laterally periodic boundary conditions, while the

two surfaces are left free. The cutoff for the non-Coulombic
part of the potential is set to 14Å. The time step amounts to
1 fs. The initial temperature of electrons and atoms was
T0 ¼ 300K.

3. RESULTS
A. Electrons and Ions
Figure 3(a) shows how the concentration of electrons excited
into the conduction band depends on the laser fluence. The
electron excitation follows the laser pulse quite promptly,
its maximum is only 4 ps after the maximum of the laser pulse.
The maximum concentration depends linearly on the laser flu-
ence. For the fluences employed here, we obtain a maximum
concentration of 3% of the ionic density. The total energy of
the electronic subsystem, ð3=2ÞkTe þ Egap [see Eq. (7)], is dis-
played in Fig. 3(b) and is seen to be approximately propor-
tional to the electron concentration.

The concentration shows a long tail toward long times; this
is due to the fact that recombination becomes exceedingly
slow due to the n3

e term in Eq. (1); however, not much energy
is contained in the electron subsystem at these times.

Electron and ion temperatures are compared for a specific
case, F ¼ 30 mJ=cm2, in Fig. 4. The quick rise of the electron
temperature is in agreement with the rise in total electron en-
ergy; temperatures of almost 27; 000K are reached. The lattice
is heated considerably slower with a time scale of the order of
10ps. At the end of the simulation, 70ps, the electrons and
ions have reached equilibrium with a temperature of 1550K.
Note the slower cooling rate of the electron system after 30ps,
which is evidently due to the long tail in the concentration of
the free electrons; see Fig. 3(a).

B. Materials Response
Figure 5 displays snapshots of the final states of the irradiated
LiF crystal for the laser fluences discussed above. In addition,
a higher excitation, 80mJ=cm2, is also included; this snapshot
has been taken at t ¼ 15ps. With increasing laser fluence, we
see the following sequence of processes:

• heating of the crystal (10mJ=cm2),
• partial melting (20mJ=cm2),
• total melting and expansion of the film (30mJ=cm2),
• spallation (40mJ=cm2), and

Fig. 2. (Color online) Energy balance in the crystal for
F ¼ 30mJ=cm2, corresponding to E0 ¼ 0:51 eV=atom , Eq. (9). Data
are given as energies per atom.

Fig. 3. (Color online) Temporal evolution of the (a) concentration and (b) energy of electrons in the conduction band. Data are given as energies
per atom. For comparison, the laser source profile, Eq. (4), with a pulse duration of 7 ps, is added in arbitrary units.

Cherednikov et al. Vol. 28, No. 8 / August 2011 / J. Opt. Soc. Am. B 1819



LiF 
electron kinetics 

Inogamov et al 2009 

ne: electron density in conduction band 

Q(t): laser source 
νimp: impact ionization 
κrec: recombination 
Egap: gap energy 
 
 
 
 
A: energy transfer in 
    electron-atom  
    collisions 
 
A = 1 / ps 

Ee: electron energy in conduction band 

Te: electron temperature 

dne

dt
=

Q

Egap
+νimpne −κrecne

3

Ee = neEgap +Ee,kin = neEgap +
3

2
nekTe



cope with the long-range Coulomb interaction. In order to
couple the electronic energy to the ion energy, we employ ve-
locity scaling, which increases the kinetic energy of each ion
in accordance with the electron energy transfer from Eq. (6)
per time step to each ion. We only heat the thermal motion of
the ions, not the center-of-mass motion. Figure 2 demon-
strates that our hybrid scheme shows good total energy con-
servation. In addition, Fig. 2 shows the temporal evolution of
the energies in the electronic and atomic system. Concomi-
tantly with the laser pulse, the energy in the electronic system
starts rising; the energy in the atomic system grows only after
a time of around 5 ps; this is the time needed for energy trans-
fer from the electronic to the atomic system. Shortly after the
maximum of the laser pulse, at around 2 ps, the atomic energy
surpasses the electronic energy, and it keeps steadily increas-
ing until it saturates at around 70ps after the maximum of the
laser pulse.

The melting point at zero pressure is around 1100K as com-
pared to 1118K in experiment [24]. The longitudinal velocity
of sound in the ½100" direction is 6700m=s at 300K, in good
agreement with the measured value of 7100m=s [23]. The
Grüneisen coefficient Γ is measured to be 2.0 for LiF [25];
we find Γ ¼ 1:63 for our potential.

Our slab has a thickness of 10nm and lateral sizes of
3:22nm. It consists of 12544 ions. It has ð100Þ free surfaces.
We employ laterally periodic boundary conditions, while the

two surfaces are left free. The cutoff for the non-Coulombic
part of the potential is set to 14Å. The time step amounts to
1 fs. The initial temperature of electrons and atoms was
T0 ¼ 300K.

3. RESULTS
A. Electrons and Ions
Figure 3(a) shows how the concentration of electrons excited
into the conduction band depends on the laser fluence. The
electron excitation follows the laser pulse quite promptly,
its maximum is only 4 ps after the maximum of the laser pulse.
The maximum concentration depends linearly on the laser flu-
ence. For the fluences employed here, we obtain a maximum
concentration of 3% of the ionic density. The total energy of
the electronic subsystem, ð3=2ÞkTe þ Egap [see Eq. (7)], is dis-
played in Fig. 3(b) and is seen to be approximately propor-
tional to the electron concentration.

The concentration shows a long tail toward long times; this
is due to the fact that recombination becomes exceedingly
slow due to the n3

e term in Eq. (1); however, not much energy
is contained in the electron subsystem at these times.

Electron and ion temperatures are compared for a specific
case, F ¼ 30 mJ=cm2, in Fig. 4. The quick rise of the electron
temperature is in agreement with the rise in total electron en-
ergy; temperatures of almost 27; 000K are reached. The lattice
is heated considerably slower with a time scale of the order of
10ps. At the end of the simulation, 70ps, the electrons and
ions have reached equilibrium with a temperature of 1550K.
Note the slower cooling rate of the electron system after 30ps,
which is evidently due to the long tail in the concentration of
the free electrons; see Fig. 3(a).

B. Materials Response
Figure 5 displays snapshots of the final states of the irradiated
LiF crystal for the laser fluences discussed above. In addition,
a higher excitation, 80mJ=cm2, is also included; this snapshot
has been taken at t ¼ 15ps. With increasing laser fluence, we
see the following sequence of processes:

• heating of the crystal (10mJ=cm2),
• partial melting (20mJ=cm2),
• total melting and expansion of the film (30mJ=cm2),
• spallation (40mJ=cm2), and

Fig. 2. (Color online) Energy balance in the crystal for
F ¼ 30mJ=cm2, corresponding to E0 ¼ 0:51 eV=atom , Eq. (9). Data
are given as energies per atom.

Fig. 3. (Color online) Temporal evolution of the (a) concentration and (b) energy of electrons in the conduction band. Data are given as energies
per atom. For comparison, the laser source profile, Eq. (4), with a pulse duration of 7 ps, is added in arbitrary units.

Cherednikov et al. Vol. 28, No. 8 / August 2011 / J. Opt. Soc. Am. B 1819

cope with the long-range Coulomb interaction. In order to
couple the electronic energy to the ion energy, we employ ve-
locity scaling, which increases the kinetic energy of each ion
in accordance with the electron energy transfer from Eq. (6)
per time step to each ion. We only heat the thermal motion of
the ions, not the center-of-mass motion. Figure 2 demon-
strates that our hybrid scheme shows good total energy con-
servation. In addition, Fig. 2 shows the temporal evolution of
the energies in the electronic and atomic system. Concomi-
tantly with the laser pulse, the energy in the electronic system
starts rising; the energy in the atomic system grows only after
a time of around 5 ps; this is the time needed for energy trans-
fer from the electronic to the atomic system. Shortly after the
maximum of the laser pulse, at around 2 ps, the atomic energy
surpasses the electronic energy, and it keeps steadily increas-
ing until it saturates at around 70ps after the maximum of the
laser pulse.

The melting point at zero pressure is around 1100K as com-
pared to 1118K in experiment [24]. The longitudinal velocity
of sound in the ½100" direction is 6700m=s at 300K, in good
agreement with the measured value of 7100m=s [23]. The
Grüneisen coefficient Γ is measured to be 2.0 for LiF [25];
we find Γ ¼ 1:63 for our potential.

Our slab has a thickness of 10nm and lateral sizes of
3:22nm. It consists of 12544 ions. It has ð100Þ free surfaces.
We employ laterally periodic boundary conditions, while the

two surfaces are left free. The cutoff for the non-Coulombic
part of the potential is set to 14Å. The time step amounts to
1 fs. The initial temperature of electrons and atoms was
T0 ¼ 300K.

3. RESULTS
A. Electrons and Ions
Figure 3(a) shows how the concentration of electrons excited
into the conduction band depends on the laser fluence. The
electron excitation follows the laser pulse quite promptly,
its maximum is only 4 ps after the maximum of the laser pulse.
The maximum concentration depends linearly on the laser flu-
ence. For the fluences employed here, we obtain a maximum
concentration of 3% of the ionic density. The total energy of
the electronic subsystem, ð3=2ÞkTe þ Egap [see Eq. (7)], is dis-
played in Fig. 3(b) and is seen to be approximately propor-
tional to the electron concentration.

The concentration shows a long tail toward long times; this
is due to the fact that recombination becomes exceedingly
slow due to the n3

e term in Eq. (1); however, not much energy
is contained in the electron subsystem at these times.

Electron and ion temperatures are compared for a specific
case, F ¼ 30 mJ=cm2, in Fig. 4. The quick rise of the electron
temperature is in agreement with the rise in total electron en-
ergy; temperatures of almost 27; 000K are reached. The lattice
is heated considerably slower with a time scale of the order of
10ps. At the end of the simulation, 70ps, the electrons and
ions have reached equilibrium with a temperature of 1550K.
Note the slower cooling rate of the electron system after 30ps,
which is evidently due to the long tail in the concentration of
the free electrons; see Fig. 3(a).

B. Materials Response
Figure 5 displays snapshots of the final states of the irradiated
LiF crystal for the laser fluences discussed above. In addition,
a higher excitation, 80mJ=cm2, is also included; this snapshot
has been taken at t ¼ 15ps. With increasing laser fluence, we
see the following sequence of processes:

• heating of the crystal (10mJ=cm2),
• partial melting (20mJ=cm2),
• total melting and expansion of the film (30mJ=cm2),
• spallation (40mJ=cm2), and

Fig. 2. (Color online) Energy balance in the crystal for
F ¼ 30mJ=cm2, corresponding to E0 ¼ 0:51 eV=atom , Eq. (9). Data
are given as energies per atom.

Fig. 3. (Color online) Temporal evolution of the (a) concentration and (b) energy of electrons in the conduction band. Data are given as energies
per atom. For comparison, the laser source profile, Eq. (4), with a pulse duration of 7 ps, is added in arbitrary units.
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• multifragmentation (50mJ=cm2).
• In the last case visualized (80mJ=cm2), we see the

fragmentation of the film into a large number of droplets of
various sizes.

Figure 6 demonstrates the occurrence of a foamy structure
in the irradiated film for the specific case of 40mJ=cm2, close
to the ablation threshold. Note that toward the end of the laser
pulse, at 10ps, void bubbles form in the molten material,
which quickly grow to larger voids at 15 and 20ps. However,
eventually all of these bubbles will decay again; only one large
void will remain and tear the liquid leading to ablation; see
Fig. 5(d).

The phenomenon of void formation is common throughout
picosecond and femtosecond laser irradiation of materials
and characterizes the onset of ablation. It has been studied
repeatedly in the past, in particular for metals and van-der-
Waals bonded materials; see [1,6,9,26,27]. A discussion of void
nucleation in terms of nucleation theory and a comparison to
atomistic data have recently been given [5], and it has been
shown that voids nucleate in regions where a large tensile
pressure has formed. The actual location and time of forma-
tion of a void depend on statistics, i.e., on thermal fluctua-
tions; this is a common feature in phase nucleation, which
is initiated by a critical nucleus that must be large enough
to be able to grow [28]. Void nucleation only occurs in the me-
tastable region of the phase diagram, i.e., in the liquid–gas co-
existence region forbidden for equilibrium processes.

In order to compare the onset of processes between differ-
ent materials, we normalize the energy absorbed in the film
per molecule, E0, to a materials property. We calculate the
absorbed energy per atom, E0, from

2n0E0 ¼
Fabs

d
; ð9Þ

where the factor 2 accounts for the fact that the atom density
is 2n0. Note that the absorbed fluence is roughly 1=3 of the

Fig. 4. (Color online) Electron and ion temperature in the crystal for
F ¼ 30mJ=cm2. Pulse duration is 7 ps.

Fig. 5. (Color online) Snapshots of the thin film at the end of the si-
mulation time, 70ps, for various fluences: (a) 10, (b) 20, (c) 30, (d) 40,
(e) 50, and (f) 80mJ=cm2. Note that the length scale was changed for
the two highest energizations; in these cases, the snapshots have been
taken at (e) 45 and (f) 15ps.

Fig. 6. (Color online) Snapshots of the thin film irradiated with
40mJ=cm2 at times (a) 5, (b) 7.5, (c) 10, (d) 15, and (e) 20ps. The snap-
shot at time t ¼ 70ps is shown in Fig. 5(d).
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irradiation fluence, because the film thickness d ¼ 10nm is
one-third of the attenuation depth dabs ¼ 28nm, F ¼ 3Fabs.

In previous work [5,9], we normalized to the cohesive en-
ergy, Ecoh, of the material and obtained the scaled energy

ϵcoh ¼ E0

Ecoh
: ð10Þ

This scaling assumes that it is the bond strength which gov-
erns the materials behavior under laser irradiation. We calcu-
late the cohesive energy of LiF to be Ecoh ¼ 5:43 eV=atom; this
value is in reasonable agreement with the experimental data
of 5:25 eV=atom [29]. Note that LiF has a rather high cohesive
energy. The thresholds obtained from our simulation are ϵ ¼
0:047 ð0:089; 0:120Þ for the onset of melting (void formation,
ablation).

In Fig. 7(a) we display the thresholds of energization be-
tween the different materials processes described above. Be-
cause we started from a cold target (T ¼ 0) in all the other
cases, but from temperature T0 ¼ 300K in LiF, we added in
the latter case the energy 6kT0 ¼ 0:155 eV=molecule.

The figure demonstrates that the sequence of events occur-
ring in LiF is analogous to that found for other materials; laser
irradiation of thin films consisting of metals, and also for a
generic Lennard–Jones material, shows the same sequence
of events [5,9,30]. Quantitatively, however, in LiF, the thresh-
olds are considerably smaller than in the other materials. This
is obviously due to the large value of the cohesive energy of
this material. It thus appears that it is not the bond strength
that governs the behavior of this material under laser irradia-
tion, not even for the events of void formation and ablation.

We therefore also scale the absorbed energy E0 to the en-
ergy equivalent of the melting temperature, kTm,

ϵm ¼ E0

kTm
: ð11Þ

Figure 7(b) demonstrates that this scaling describes the
melting process rather well; due to the latent heat of melting,
E0 > 3kTm is needed to melt the thin film. However, the other
thresholds show only a poor correlation with kTm.

In conclusion, Figs. 7(a) and 7(b) show that the response of
different materials to laser irradiation is qualitatively analo-
gous, but it cannot be quantitatively described by a single ma-
terials parameter. Neither of the two scalings proposed shows
universal behavior throughout the materials investigated. The
scaling to the melting temperature works better for the melt-
ing threshold, and the scaling to the cohesive energy works
better for the ablation threshold (with the exception of LiF).

C. Pressure Evolution
Figure 8 displays the global average of the temperature T and
pressure p inside the material. Initially the temperature rises
faster for the higher laser fluence, as it must be. For the two
higher fluences simulated, the crystal is overheated; upon the
start of the melting process, the temperature is slightly re-
duced again at times of 8ð5Þps for 30ð40ÞmJ=cm2. Thereafter,
the temperature rises monotonically for these two fluences
with the exception of the oscillations due to the acoustic film
oscillations. For the lowest fluence, 20mJ=cm2, the tempera-
ture drops after around 15ps; this is due to the partial melt
process; see Fig. 5(b), which takes kinetic energy out of
the system.

The pressure shows an even richer behavior. During the la-
ser pulse, the pressure increases due to the thermoelastic ef-
fect: because the crystal is heated at almost constant volume,
its pressure rises to

p ¼ ΓE
V
¼ ΓE0n0; ð12Þ

where Γ is the Grüneisen coefficient, which is 2.0 for LiF [25].
For a fluence of F ¼ 10mJ=cm2 and Γ ¼ 1:63, Eq. (12)
thus predicts 5:4GPa. We verified that for ultrashort-pulse
irradiation—with laser pulse durations ≪1 ps—we obtain
peak pressures (averaged over the thin film) of 4:5GPa, in
good agreement with the prediction of Eq. (12). For the laser
pulse duration of 7 ps, the simulation only yields a maximum
compressive pressure of around 1:35GPa. This smaller value
is due to the larger pulse duration, which allows the thin film
to partially relax the high pressure while it is building up. As
Fig. 8(b) shows, the maximum compressive pressures
reached during the laser pulse for the higher laser fluences
of 20…40mJ=cm2 are quite independent of the laser

Fig. 7. (Color online) Energization thresholds for LiF, and compared to two metals and a Lennard–Jones system, [5,9]. The thresholds are given in
scaled units: scaled to (a) the cohesive energy, Ecoh, and to (b) kTm, where Tm is the melting temperature.

Cherednikov et al. Vol. 28, No. 8 / August 2011 / J. Opt. Soc. Am. B 1821

Synopsis:threshold energies for various material classes 
 
Absorbed energy / atom is scaled to melting temperature: E0/kTm  



Outline 

•  Two-temperature model / MD for metals 
•  Two-temperature model / MD for LiF 
•  Melting and spallation of thin LiF films 
•  defects  
•  swift-ion tracks in LiF 

Cherednikov et al., Phys Rev B 88, 134109 (2013) 



Defects : neutral Li and F atoms 
 
 
F- -> F0 + e- 

Li+ + e- -> Li0  
 

Defects are introduced ad hoc  

CHEREDNIKOV, INOGAMOV, AND URBASSEK PHYSICAL REVIEW B 88, 134109 (2013)

a laser fluence of

Fdef = 6n0dEdef = 4 mJ/cm2 (8)

for a defect density of 0.54%. This quantifies the part of the
incoming radiation that is used for defect formation.

In the following, the laser fluence indicated is used to
quantify the amount of energy conveyed to the electronic
system; the amount of energy used for defect formation must
be added according to the defect concentration created.

III. HOMOGENEOUS DEFECT DISTRIBUTION

Without defects (thermal ablation), the ablation threshold
in our system is at 38 mJ/cm2.5 In this section we investigate
the processes occurring when a uniform distribution of
defects is created by the irradiation at a laser fluence of
F = 10 mJ/cm2 (defect-supported ablation). Note that this is
the experimental ablation threshold. We identify the ablation
mechanism in this case, determine the threshold value of the
defect concentration needed for ablation, and compare this
defect-supported ablation process with the thermal ablation
discussed previously.5 Figure 2 shows the time evolution of
several important quantities. The Gaussian shape of the laser
pulse, Eq. (4), is shown; it peaks at time t = 0 and has a
width of τ = 7 ps in all simulations performed in this paper.
The density of free electrons is calculated using the equations
provided in Sect. II B. Concomitantly with the laser pulse, the
density of free electrons starts rising; it reaches its maximum
of 0.8% at 3 ps.

Figure 2 also introduces our model for the laser-induced
defects. We assume the defects to exist with a constant density
for a fixed amount of time. While we keep the defect density
as a free parameter in our model, we assume that defects are
active only while the electron density is around its maximum.
We thus fix the lifetime of the defects at 15 ps; they are created
at time −3 ps and recombine at 12 ps.

In the simulations presented in this section, defects are
introduced at random homogenously throughout the LiF
crystal. We performed simulations with defect concentrations
between 0 and 0.5%.

FIG. 2. (Color online) Temporal evolution of the laser power
density [lower (black) line], the number of free electrons [upper
(red) line], and the defects created [rectangular (blue) line]. Data
for the number of free electrons calculated for a laser fluence of
F = 10 mJ/cm2.

It turns out that the threshold concentration for ablation at
the laser fluence of 10 mJ/cm2 amounts to 0.45%. Note that
according toSect. II E the creation of these defects requires
an extra laser fluence of 3.3 mJ/cm2, such that the entire
laser fluence needed for defect-supported ablation amounts to
13.3 mJ/cm2.

We show in this section that the main step necessary
for defect supported ablation is the formation of neutral
Li0 clusters (metallic colloids). No ablation occurs until the
randomly distributed Li0 ions have the possibility to break the
chemical bonds of neighboring ions and migrate to form a
cluster.

To clarify the picture we consider the following cases:
(i) thermal ablation (without defects) at the threshold laser

fluence of F = 38 mJ/cm2 and
(ii) defect-supported ablation at the fluence F = 10 mJ/cm2

with the threshold concentration of defects (0.45%).

A. Thermal vs defect-supported threshold ablation

We compare thermal ablation, case (i), in Fig. 3 with
defect-supported ablation, case (ii), in Fig. 4. Thermal ablation
proceeds by the growth of internal voids in the material; if these
voids are sufficiently large and continue growing while the
material is under tensile pressure, ultimately the material tears.
We found the spallation process to occur while the material was
already molten.5 For symmetry reasons this process occurs in
the middle of the crystal.

Defect-supported ablation proceeds quite differently. We
see in Fig. 4 the formation of a Li0 cluster (green) at the bottom
right-hand side at t = 0.5 ps consisting of nine Li0 defects.
After recombination, the crystal splits exactly in that region
where the Li0 cluster has already weakened the chemical
bonds. Note that ablation here does not necessarily occur in
the middle of the crystal.

In Fig. 5 we compare the pressure and temperature evolution
for processes (i) and (ii). To distinguish the partially molten
state from the solid or liquid phase we use the pressure
and temperature data and also the snapshots. Stable pressure
oscillations (with small damping) are characteristic of the solid
state, while quick relaxation of the pressure to 0 is typical

FIG. 3. (Color online) Snapshots of the thermal ablation occur-
ring at the ablation threshold; laser fluence F = 38 mJ/cm2. Red
points, Li+ ions; blue points, F− ions.
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FIG. 1. (Color online) Interaction potentials, Eq. (2), of (a) Li0

and F0 with the F− and Li+ ions constituting the LiF crystal lattice
and (b) neutral Li0 atoms interacting with each other.

the concentration of electrons in the conduction band ne(t) by

dne

dt
= Qabs(t)

Egap
+ νimpne − κrecne

3, (3)

where Qabs(t) is the absorbed laser power density, νimp is the
impact ionization frequency, κrec describes the recombination
rate, and Egap is the energy gap between valence and conduc-
tion band; Egap = 14 eV for LiF. Details on the calculation of
νimp and κrec are given in Ref. 5.

The absorbed laser power density Qabs(t) is given by

Qabs(t) = Fabs√
πdτ

exp (−t2/τ 2), (4)

where Fabs is the laser fluence absorbed in the target, d is the
target thickness, and τ is the laser pulse duration. We consider
τ = 7 ps.

Analogously the total energy of electrons, Ee, is determined
by

dEe

dt
= Qabs(t) −

(
dEe

dt

)

e→a

. (5)

Here (dE/dt)e→a is the power density transferred from the
electronic to the ionic system. We assume that it is proportional
to Ee,

(
dEe

dt

)

e→a

= AEe. (6)

The coefficient A is set in the present work at A = 1 × 1012

s−1.4,5

C. System

Our slab has a thickness of 10 nm and lateral sizes of
3.22 nm. It consists of 12 544 ions. It has (100) free surfaces.
We employ laterally periodic boundary conditions, while the
two surfaces are left free. The time step amounts to 1 fs.

Defects in LiF are modeled by neutral Li0 and F0. We thus
suppose that the laser photons may ionize a F− ion; the electron
it loses can be trapped by Li+, which thus is neutralized.
We perform the defect creation by randomly switching a
predefined number of ions to neutrals. We approximately—but
not strictly—implement the same number of F0 and Li0

defects; small deviations from neutrality mean that some
electrons will be added or removed from the reservoir of free
conduction electrons.

We recombine defects at a predetermined time by changing
the charge of the neutral defects again to their ionic initial
states.

D. Molecular dynamics

We use the LAMMPS code for simulating the dynamics. It
employs the particle-particle particle-mesh (PPPM) technique
to cope with the long-range Coulomb interaction. In order
to couple the electronic energy, we employ velocity scaling,
which increases the kinetic energy of each ion in accordance
with the electron energy transfer from Eq. (6) per time step
to each ion. We only heat the thermal motion of the ions, not
the center-of-mass motion. The initial temperature of electrons
and atoms is set at T0 = 300 K.

E. Energy of defects

To estimate the energy supply to the system due to formation
of the defects, we consider the change in Coulomb energy due
to substituting an ion by a neutral atom. This energy per ion is

ε = M
e2

4πε0rNN
, (7)

where rNN is the nearest-neighbor distance in LiF, e is the
electron charge, and M is the Madelung constant, which
amounts to 1.75 for LiF. Thus, we obtain 12.6 eV per defect. If
we consider a typical simulation (see Fig. 11), where we create
34 F0 and 34 Li0 ions (defect concentration, 0.54%), we obtain
a total excitation energy in the target spent in defect formation
of Edef = 856 eV. If this energy were totally converted to
heating the LiF crystal, the temperature would increase by
260 K; here a heat capacity of 3kB per ion was assumed.
Indeed we see in Fig. 11(b) a similar jump in the temperature
at the formation of defects.

In order to estimate which part of the irradiating laser
fluence F is spent for defect formation, we proceed as follows.
The laser fluence absorbed in the crystal is only Fabs =
F/3, since the laser absorption depth of the 89-eV photons
considered here amounts to only 28 nm,4 while the film
thickness is d = 10 nm. Using the molecular number density
of LiF, n0 = 0.061 Å−3, the defect energy Edef corresponds to
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FIG. 1. (Color online) Interaction potentials, Eq. (2), of (a) Li0

and F0 with the F− and Li+ ions constituting the LiF crystal lattice
and (b) neutral Li0 atoms interacting with each other.

the concentration of electrons in the conduction band ne(t) by

dne

dt
= Qabs(t)

Egap
+ νimpne − κrecne

3, (3)

where Qabs(t) is the absorbed laser power density, νimp is the
impact ionization frequency, κrec describes the recombination
rate, and Egap is the energy gap between valence and conduc-
tion band; Egap = 14 eV for LiF. Details on the calculation of
νimp and κrec are given in Ref. 5.

The absorbed laser power density Qabs(t) is given by

Qabs(t) = Fabs√
πdτ

exp (−t2/τ 2), (4)

where Fabs is the laser fluence absorbed in the target, d is the
target thickness, and τ is the laser pulse duration. We consider
τ = 7 ps.

Analogously the total energy of electrons, Ee, is determined
by

dEe

dt
= Qabs(t) −

(
dEe

dt

)

e→a

. (5)

Here (dE/dt)e→a is the power density transferred from the
electronic to the ionic system. We assume that it is proportional
to Ee,

(
dEe

dt

)

e→a

= AEe. (6)

The coefficient A is set in the present work at A = 1 × 1012

s−1.4,5

C. System

Our slab has a thickness of 10 nm and lateral sizes of
3.22 nm. It consists of 12 544 ions. It has (100) free surfaces.
We employ laterally periodic boundary conditions, while the
two surfaces are left free. The time step amounts to 1 fs.

Defects in LiF are modeled by neutral Li0 and F0. We thus
suppose that the laser photons may ionize a F− ion; the electron
it loses can be trapped by Li+, which thus is neutralized.
We perform the defect creation by randomly switching a
predefined number of ions to neutrals. We approximately—but
not strictly—implement the same number of F0 and Li0

defects; small deviations from neutrality mean that some
electrons will be added or removed from the reservoir of free
conduction electrons.

We recombine defects at a predetermined time by changing
the charge of the neutral defects again to their ionic initial
states.

D. Molecular dynamics

We use the LAMMPS code for simulating the dynamics. It
employs the particle-particle particle-mesh (PPPM) technique
to cope with the long-range Coulomb interaction. In order
to couple the electronic energy, we employ velocity scaling,
which increases the kinetic energy of each ion in accordance
with the electron energy transfer from Eq. (6) per time step
to each ion. We only heat the thermal motion of the ions, not
the center-of-mass motion. The initial temperature of electrons
and atoms is set at T0 = 300 K.

E. Energy of defects

To estimate the energy supply to the system due to formation
of the defects, we consider the change in Coulomb energy due
to substituting an ion by a neutral atom. This energy per ion is

ε = M
e2

4πε0rNN
, (7)

where rNN is the nearest-neighbor distance in LiF, e is the
electron charge, and M is the Madelung constant, which
amounts to 1.75 for LiF. Thus, we obtain 12.6 eV per defect. If
we consider a typical simulation (see Fig. 11), where we create
34 F0 and 34 Li0 ions (defect concentration, 0.54%), we obtain
a total excitation energy in the target spent in defect formation
of Edef = 856 eV. If this energy were totally converted to
heating the LiF crystal, the temperature would increase by
260 K; here a heat capacity of 3kB per ion was assumed.
Indeed we see in Fig. 11(b) a similar jump in the temperature
at the formation of defects.

In order to estimate which part of the irradiating laser
fluence F is spent for defect formation, we proceed as follows.
The laser fluence absorbed in the crystal is only Fabs =
F/3, since the laser absorption depth of the 89-eV photons
considered here amounts to only 28 nm,4 while the film
thickness is d = 10 nm. Using the molecular number density
of LiF, n0 = 0.061 Å−3, the defect energy Edef corresponds to
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a laser fluence of

Fdef = 6n0dEdef = 4 mJ/cm2 (8)

for a defect density of 0.54%. This quantifies the part of the
incoming radiation that is used for defect formation.

In the following, the laser fluence indicated is used to
quantify the amount of energy conveyed to the electronic
system; the amount of energy used for defect formation must
be added according to the defect concentration created.

III. HOMOGENEOUS DEFECT DISTRIBUTION

Without defects (thermal ablation), the ablation threshold
in our system is at 38 mJ/cm2.5 In this section we investigate
the processes occurring when a uniform distribution of
defects is created by the irradiation at a laser fluence of
F = 10 mJ/cm2 (defect-supported ablation). Note that this is
the experimental ablation threshold. We identify the ablation
mechanism in this case, determine the threshold value of the
defect concentration needed for ablation, and compare this
defect-supported ablation process with the thermal ablation
discussed previously.5 Figure 2 shows the time evolution of
several important quantities. The Gaussian shape of the laser
pulse, Eq. (4), is shown; it peaks at time t = 0 and has a
width of τ = 7 ps in all simulations performed in this paper.
The density of free electrons is calculated using the equations
provided in Sect. II B. Concomitantly with the laser pulse, the
density of free electrons starts rising; it reaches its maximum
of 0.8% at 3 ps.

Figure 2 also introduces our model for the laser-induced
defects. We assume the defects to exist with a constant density
for a fixed amount of time. While we keep the defect density
as a free parameter in our model, we assume that defects are
active only while the electron density is around its maximum.
We thus fix the lifetime of the defects at 15 ps; they are created
at time −3 ps and recombine at 12 ps.

In the simulations presented in this section, defects are
introduced at random homogenously throughout the LiF
crystal. We performed simulations with defect concentrations
between 0 and 0.5%.

FIG. 2. (Color online) Temporal evolution of the laser power
density [lower (black) line], the number of free electrons [upper
(red) line], and the defects created [rectangular (blue) line]. Data
for the number of free electrons calculated for a laser fluence of
F = 10 mJ/cm2.

It turns out that the threshold concentration for ablation at
the laser fluence of 10 mJ/cm2 amounts to 0.45%. Note that
according toSect. II E the creation of these defects requires
an extra laser fluence of 3.3 mJ/cm2, such that the entire
laser fluence needed for defect-supported ablation amounts to
13.3 mJ/cm2.

We show in this section that the main step necessary
for defect supported ablation is the formation of neutral
Li0 clusters (metallic colloids). No ablation occurs until the
randomly distributed Li0 ions have the possibility to break the
chemical bonds of neighboring ions and migrate to form a
cluster.

To clarify the picture we consider the following cases:
(i) thermal ablation (without defects) at the threshold laser

fluence of F = 38 mJ/cm2 and
(ii) defect-supported ablation at the fluence F = 10 mJ/cm2

with the threshold concentration of defects (0.45%).

A. Thermal vs defect-supported threshold ablation

We compare thermal ablation, case (i), in Fig. 3 with
defect-supported ablation, case (ii), in Fig. 4. Thermal ablation
proceeds by the growth of internal voids in the material; if these
voids are sufficiently large and continue growing while the
material is under tensile pressure, ultimately the material tears.
We found the spallation process to occur while the material was
already molten.5 For symmetry reasons this process occurs in
the middle of the crystal.

Defect-supported ablation proceeds quite differently. We
see in Fig. 4 the formation of a Li0 cluster (green) at the bottom
right-hand side at t = 0.5 ps consisting of nine Li0 defects.
After recombination, the crystal splits exactly in that region
where the Li0 cluster has already weakened the chemical
bonds. Note that ablation here does not necessarily occur in
the middle of the crystal.

In Fig. 5 we compare the pressure and temperature evolution
for processes (i) and (ii). To distinguish the partially molten
state from the solid or liquid phase we use the pressure
and temperature data and also the snapshots. Stable pressure
oscillations (with small damping) are characteristic of the solid
state, while quick relaxation of the pressure to 0 is typical

FIG. 3. (Color online) Snapshots of the thermal ablation occur-
ring at the ablation threshold; laser fluence F = 38 mJ/cm2. Red
points, Li+ ions; blue points, F− ions.
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FIG. 4. (Color online) Snapshots of the defect-supported ablation
process. Laser fluence F = 10 mJ/cm2; defect concentration, 0.45%.
Red points, Li+ ions; blue points, F− ions. Green points, Li0; black
points, F0.

of the liquid state. A phase mixture of solid and liquid LiF
leads to a weaker relaxation of the pressure. The temperature
of the specimen can be compared to the equilibrium melting
temperature of LiF of 1118 K. In the snapshots regions with a
clear crystal structure reveal the solid state.

First, we compare the pressure evolution of thermal
ablation, (i), at the threshold fluence of F = 38 mJ/cm2

with defect-supported ablation, (ii). The results are shown
in Fig. 5(a). Thermal ablation occurs after the thermoelastic
pressure generated by the laser pulse has relaxed and a phase
of strong tensile pressure has been created. In case (ii), in
contrast, strong pressure oscillations have been generated,
which cause the ablation even though less energy was supplied
to the system. After the defects have been created at time −3 ps
the pressure becomes strongly tensile (−6 GPa) and thereafter
oscillates up to the recombination time of 12 ps. After
recombination the pressure becomes strongly compressive
(+9 GPa); no oscillations are seen later because the crystal
is already partially molten at this moment.

Defect formation induces tensile pressure since, in partic-
ular, the radius of the F0 defect is smaller than that of the
F− ion. For the same reason, the compressive pressure arises
after recombination. We note that in both case (i) and case (ii),
ablation occurs at 15–18 ps, i.e., in a phase of strong tensile
pressure.

Figure 5(b) shows the differences between the threshold
thermal and the defect-supported ablation processes. While
the extensive energy supply in case (i) heats the system up to
1900 K, the final temperature in case (ii) is much lower, namely,
1200 K. In the defect-supported process the temperature rises
steeply at −3 ps when the defects are created. A temperature
peak is then seen when the defects recombine at 12 ps; here
the temperature rises up to 1450 K.

B. Variation of defect concentration

Next we study the influence of the defect concentration
by comparing at the same laser fluence, F = 10 mJ/cm2, the
defect-supported ablation at the threshold concentration, case

FIG. 5. (Color online) (a) Pressure and (b) temperature evolu-
tion for thermal ablation (laser fluence F = 38 mJ/cm2) and for
defect-supported ablation (laser fluence F = 10 mJ/cm2; defect
concentration, 0.45%).

(ii), with a thermal simulation and a simulation containing a
subthreshold defect concentration:
(iii) thermal excitation (without defects) at the laser fluence

of F = 10 mJ/cm2 and
(iv) subthreshold excitation at the fluence F = 10 mJ/cm2

with a defect concentration slightly below the threshold
(0.39%).

We note that the defect distribution for the threshold
process, (ii), contained 27 F0 and 29 Li0 defects; for the
subthreshold process, (iv), we took a distribution of 24 F0

and 25 Li0 ions. In this case the Li0 defects did not migrate to
form a cluster, and we did not observe ablation.

The resulting pressure and temperature evolutions are
shown in Fig. 6. All three cases are qualitatively different. This
figure demonstrates the decisive influence of defect creation on
the processes caused by XUV irradiation and also the influence
of the formation of Li0 clusters on the ablation.

In the pressure evolution [Fig. 6(a)] the simulations in-
cluding defects (iv) and (ii) deviate strongly from the purely
thermal, defect-free process in a characteristic way. Strong
pressure oscillations develop at the moment of defect creation;
moreover, the amplitude of these oscillations increases with the
defect concentration.

Furthermore, also processes (iv) and (ii) show substantial
differences. The crystal with the lower defect concentration
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FIG. 4. (Color online) Snapshots of the defect-supported ablation
process. Laser fluence F = 10 mJ/cm2; defect concentration, 0.45%.
Red points, Li+ ions; blue points, F− ions. Green points, Li0; black
points, F0.

of the liquid state. A phase mixture of solid and liquid LiF
leads to a weaker relaxation of the pressure. The temperature
of the specimen can be compared to the equilibrium melting
temperature of LiF of 1118 K. In the snapshots regions with a
clear crystal structure reveal the solid state.

First, we compare the pressure evolution of thermal
ablation, (i), at the threshold fluence of F = 38 mJ/cm2

with defect-supported ablation, (ii). The results are shown
in Fig. 5(a). Thermal ablation occurs after the thermoelastic
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oscillates up to the recombination time of 12 ps. After
recombination the pressure becomes strongly compressive
(+9 GPa); no oscillations are seen later because the crystal
is already partially molten at this moment.
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F− ion. For the same reason, the compressive pressure arises
after recombination. We note that in both case (i) and case (ii),
ablation occurs at 15–18 ps, i.e., in a phase of strong tensile
pressure.

Figure 5(b) shows the differences between the threshold
thermal and the defect-supported ablation processes. While
the extensive energy supply in case (i) heats the system up to
1900 K, the final temperature in case (ii) is much lower, namely,
1200 K. In the defect-supported process the temperature rises
steeply at −3 ps when the defects are created. A temperature
peak is then seen when the defects recombine at 12 ps; here
the temperature rises up to 1450 K.

B. Variation of defect concentration

Next we study the influence of the defect concentration
by comparing at the same laser fluence, F = 10 mJ/cm2, the
defect-supported ablation at the threshold concentration, case
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tion for thermal ablation (laser fluence F = 38 mJ/cm2) and for
defect-supported ablation (laser fluence F = 10 mJ/cm2; defect
concentration, 0.45%).
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(iii) thermal excitation (without defects) at the laser fluence

of F = 10 mJ/cm2 and
(iv) subthreshold excitation at the fluence F = 10 mJ/cm2

with a defect concentration slightly below the threshold
(0.39%).

We note that the defect distribution for the threshold
process, (ii), contained 27 F0 and 29 Li0 defects; for the
subthreshold process, (iv), we took a distribution of 24 F0

and 25 Li0 ions. In this case the Li0 defects did not migrate to
form a cluster, and we did not observe ablation.

The resulting pressure and temperature evolutions are
shown in Fig. 6. All three cases are qualitatively different. This
figure demonstrates the decisive influence of defect creation on
the processes caused by XUV irradiation and also the influence
of the formation of Li0 clusters on the ablation.

In the pressure evolution [Fig. 6(a)] the simulations in-
cluding defects (iv) and (ii) deviate strongly from the purely
thermal, defect-free process in a characteristic way. Strong
pressure oscillations develop at the moment of defect creation;
moreover, the amplitude of these oscillations increases with the
defect concentration.

Furthermore, also processes (iv) and (ii) show substantial
differences. The crystal with the lower defect concentration
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FIG. 6. (Color online) (a) Pressure and (b) temperature evolution
for three processes at a laser fluence of F = 10 mJ/cm2: thermal
processes (“without defects”) and defect-supported processes at two
defect concentrations: 0.39% and 0.45%.

(iv) oscillates with an almost-constant amplitude; this is a
sign that it keeps its crystal structure intact. In contrast, the
oscillations of the system at the ablation threshold, (ii), relax
more rapidly because the Li0 cluster destroys the crystalline
structure in its surroundings. After the recombination we see
even greater differences between these two processes. While
the peak compressive pressure in case (iv) amounts to 4 GPa
at the recombination time of 12 ps, the pressure of crystal (ii),
where a Li0 cluster formed increases to nearly twice this value.

Also after recombination, the behavior of the systems
remains completely different. The defect-free crystal, (iii),
keeps its pressure constant at approximately 1 GPa; this is
a sign that it remains in the solid state, since it cannot relax its
pressure components in lateral directions; only the component
normal to the surface. In contrast, the pressure of the threshold
crystal (ii) relaxes to 0, showing that it is at least partially
molten, and the subthreshold crystal (iv) continues to oscillate
with a weak decay since it remains in the solid state.

Figure 6(b) shows the temperature evolution for the three
cases. We see here that the creation of defects with concen-
trations in the range of 0.4%–0.45% increases the temperature
at −3 ps by approximately 250 K compared to defect-free
simulation. Finally, both defect-containing simulations end at
a final temperature of around 1200 K, about 250 K higher
than the defect-free case. The ablating system, (ii), shows a
temperature peak at the moment of recombination; it is due to

FIG. 7. (Color online) Snapshots of the defect-supported ablation
process with inhomogeneously distributed defects in a thin layer
in the middle of the crystal. Laser fluence F = 10 mJ/cm2; defect
concentration, 0.20%. Color code as in Fig. 4.

the recombination of the Li0 cluster. Case (iv) is just below the
melting threshold, while case (ii) is already molten. The latent
heat spent on (partial) melting uses up the extra energy input
into system (ii) such that its final temperature is about equal
to that of system (iv).

IV. INHOMOGENEOUS DEFECT DISTRIBUTION

Defect creation is a random process. Defects need not be
created uniformly in the sample. In this section we explore the
processes occurring under inhomogeneous defect creation. For
this purpose we choose an extreme case, in which defects are
produced only in a thin layer, 5-Å thickness, in the middle of
the crystal. The laser fluence remains at 10 mJ/cm2.

We found the minimum defect concentration necessary
for ablation to be 0.20% (13 Li0 and 13 F0 defects). The
concentration in the layer, however, is very high and amounts
to 3.5%. Figure 7 shows snapshots of the ablation process.
Since in this case we have a quasi-two-dimensional defect
distribution, the defect migration in the crystal can be easily
visualized by showing top-view snapshots (Fig. 8). Here only
defects are displayed; ordinary Li+ and F− ions are omitted.
In this picture, the creation of a Li0 defect cluster (metallic
colloid) is clearly seen. It is created quite suddenly at the
time of 12 ps and is visible as the thick green spot in the
upper-right-hand corner of the crystallite. In our simulations
we observe the migration only of Li0, and not of F0. The reason
is that F0 has a larger radius in the LiF crystal (see Fig. 1 and

FIG. 8. (Color online) Top view of the ablation process shown
in Fig. 7. Only defects are shown: (green) circles, Li0; (black)
squares, F0.
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FIG. 10. (Color online) Snapshots of “cold ablation” processes.
Green points are Li0 ions and black points are F0 ions. Color code as
in Fig. 4. (a) Defect concentration 0.54%, temporary crack formation.
(b) Defect concentration 0.57%, solid state ablation. (c) Defect
concentration 0.54%, but reduced recombination time (4 ps), solid
state ablation.

crack formation (“reference process”) continues to oscillate
after recombination, the oscillations in the two other cases
are damped more strongly after recombination. Nevertheless,
also in the ablative cases the pressure continues to oscillate in
contrast to the previous ablation cases, where the crystal was
partially molten; this is a sign that the ‘cold ablation’ occurs
in the solid state.

We note that the oscillation period in the ablative cases
is approximately two times smaller than that in the case of
temporary crack formation [compare the black and red curves
in Fig. 11(a) after 30 ps]. This is due to the fact that the

FIG. 11. (Color online) (a) Pressure and (b) temperature evo-
lution for “cold ablation” processes. Ablation occurs for a defect
concentration of 0.57% (“increased defect concentration”) but not
for a reduced recombination time. Black line: subthreshold process
for a defect concentration of 0.54% (”reference”). Before 1 ps all three
lines coincide; between 1 and 14.5 ps the red and black lines coincide.

thickness of the ablated shells is about half that of the original
crystal. In all cases the pressure relaxes to a final value of
approximately 1 GPa, because the crystal in all three cases
remains in its solid state.

The simulation with the reduced recombination time shows
a strong pressure peak at the time of recombination t = 1
ps, which is clearly responsible for ablation. The pressure
evolutions of the subthreshold and the ablative simulations
show only subtle differences, even though the final result
for the solid—temporary crack or ablation—is qualitatively
different.

The temperature evolution is displayed in Fig. 11(b). We
note here that the temperature rises two times: at the time of
defect formation and at the time of recombination. All three
processes finish at about the same temperature, 720 K. Since
the melting point of LiF is 1118 K, this clearly indicates that
the material remained in the solid state.

VI. CONCLUSIONS

In this work we have investigated the influence of defects
(neutral Li0 and F0) on the ablation of LiF by XUV irradiation.
Our model is aimed at a qualitative assessment of the effects
of defect formation on the ablation process. We find the
following.
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mechanisms and until now most of them cannot
completely be ruled out. In order to reveal the pre-
sent status and the weak points of our present
knowledge, a review of the possible scenarios of
the track evolution is given. Special emphasis is de-
voted to the short-time phenomena from the initial
excitation and ion-energy loss processes to the elec-
tronic deexcitation processes.

Fig. 1 displays a schematic view of the time
dependence of the ion-track evolution. The upper
part shows the rapidly passing projectile (dashed ar-
row). Once the projectile has reached its equilibrium
charge state, there will be only minor fluctuations of
its internal state and it will move with constant

velocity along a straight-line trajectory until deep
inside the solid. Thus, the projectile ion acts as a
well defined and virtually instantaneous source of
strongly localized electronic excitation. According
to Bethe!s equipartition rule, about 50% of the total
electronic energy is deposited inside the so-called in-
fra-track radius of about 1nm around the projectile
path at projectile energies of a few MeV per nu-
cleon. Excitation times are 10!19 to 10!17 s for in-
ner-shell processes and reach 10!16 s for collective
electronic excitations (plasmon production).

After these initial ionization and excitation
events, the electronic system evolves further. The
most important parameters that drive subsequent
the solid-state evolution are the local electron-en-
ergy density and the local ionization density, as will
be explained below. Most experimental techniques
do not have direct access to these quantities. The
closely related total ion-energy loss and the degree
of inner-shell ionization, however, are subject of
many investigations and they are discussed in Sec-
tions 2 and 4 for the case of fast heavy ions.

After the initial energy-transfer by heavy ions,
electrons have escaped and the center of the track
is highly ionized. Depending on the ionization den-
sity and on the charge-neutralization time, the mu-
tual repulsion of positively charged target ions
may convert a significant amount of the stored elec-
tronic potential energy into atomic motion. This
conversion mechanism is described by the Cou-
lomb-explosion model [1,4–6] and the corresponding
electrostatic potential is discussed in Section 5.
Coulomb explosion will be significant only if the
charge-neutralization time exceeds 10!14 s for light
target atoms and 10!13 s for heavy atoms.

Perturbation theory predicts neutralization times
of about 10!16 s (given by the inverse plasmon fre-
quency) for a weak and homogeneous charge dis-
placement in free-electron gas-like metals, such as
Al. Thus, for most metals charge neutralization
might be fast and Coulomb explosion is impossible.
Nevertheless, one has to consider that there is an
extremely high charge density at the center of hea-
vy-ion tracks. Furthermore, the spatial density of
excited plasmons might already be saturated due
to the passage of the ion. For highly charged ions
such effects go beyond perturbation theory and
might have a severe influence on the collective

Fig. 1. Time evolution of an ion track. The initial excitation and
ionization of atoms induces atomic motions, which freeze out
and may lead to permanent rearrangements. In the bulk this may
lead to structural or chemical modifications. At the surface
craters or blisters on an atomic scale can be produced.

684 G. Schiwietz et al. / Nucl. Instr. and Meth. in Phys. Res. B 226 (2004) 683–704
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free electrons in the system; thus the balance of local charge
neutrality in each unit cell will be disturbed. The resulting
long-range forces may be important for track physics and
sputtering. Indeed, as mentioned above, in these systems, the
largest sputter yields have been observed. It also seems that
in these systems the influence of a Coulomb explosion will be
most clearly seen, since charges will never be fully quenched.

The study of ion interaction with ionic solids has received
further interest due to their use as containers for radioactive
waste.24 Here the effects of both high-energy fission fragments
and of lower (keV) energy recoil atoms—mainly from α-
particle emission—are of interest. Up to now, simulation
studies in this area have concentrated mostly on the keV
regime, thus excluding electronic effects and the study of
ion tracks, and concentrated on the effects in ceramics and
minerals.25–28 A further interesting application is given by the
interaction of cosmic rays with interstellar dust particles.29

Here the role of ion tracks is to phase-transform initially
crystalline dust grains to an amorphous structure.

We present here a model study which focuses on the
early stages of energy deposition in the atomic system. A
preliminary study concentrating on the induced sputtering
from LiF has been submitted elsewhere.30 We provide the
framework of a hybrid simulation scheme which couples a
molecular dynamics (MD) scheme for the ionic system with
a particle-in-cell scheme (PIC) for the electrons. This allows
us to model directly the initial ionization by the swift ion,
and the charge screening by the electrons. We do not model
electron recombination individually, but rather assume an
electron recombination time τ , which we use as a free model
parameter. Our model thus allows us to estimate the effects of
the additional ion charges, and thus of Coulomb explosion, on
the track formation and sputtering.

II. METHOD

We apply a hybrid simulation scheme in which the motion
of the ions is calculated using MD, while the properties of the
electron system are modeled using PIC.31–33 In our approach,
we treat the electrons as a fluid whose density instantaneously
accommodates to the local potential. This allows us to use a
larger time step in the simulation; it is adjusted to resolving
the ion motion, rather than the electron motion.34 Below (see
discussion of Fig. 6 at the end of Sec. III B) we argue that
such a fluid treatment of the electrons is valid after a few
fs after swift-ion passage. From the spatial distribution of free
electrons we can calculate the screening of the ionic charges—
which will modify the Coulomb forces in the MD—and the
field distribution in the sample.

The incident swift ion is the source of electron excitation
and ionization in the target. We model it by suddenly double-
ionizing the F− ions in the cylindrical ionization cylinder to
F+ ions, and simultaneously generating free electrons at the
positions of these ions. This form of ionization is plausible
considering the ionization energies, which are 5.4 (17.4) eV
for the first and 75.8 (35) eV for the second ionization of Li
(F), respectively.

The ensuing dynamics in the target is calculated by
considering the forces on the ions (MD) and the redistribution
of the electrons (PIC). We do not include a detailed model

of electron collisions and the accompanying effects such as
impact ionization, Auger decay, or trapping of electrons; such
effects would best be modeled in a Monte Carlo simulation
such as Refs. 8 and 9. Here, we simplify these processes by
assuming a finite lifetime of the electrons, which we shall
denote as the recombination time τ . It will be treated as a free
parameter of our simulation and vary between 50 and 1000 fs.
After this time, we assume all electrons to be recaptured at
the F+ ions; then the MD will proceed as in electronically
un-excited LiF, while PIC will be unnecessary since no free
electrons are left.

Certainly, in reality, not all F+ ions will recombine at the
same time. We vary the recombination time in the limits given
above in order to assess the importance of this parameter.
However, we point out that some color centers (in our case
neutral F0 atoms) may be formed and remain in the target; we
do not take these into account in the present model.

In general the electron dynamics during the ionization phase
is governed by (i) their kinetic energy, (ii) the track potential,
(iii) possible traps for electrons, and (iv) recombination. In our
model, we take (ii) fully into account, and (i) and (iv) in terms
of model parameters (electron temperature and recombination
time, respectively), while the existence of traps is ignored.

We note that the method presented here has been set up to
describe the processes occurring in an insulating target, but
will not be suitable for metals.

A. Particle-in-cell scheme

We implemented a 3-dimensional electrostatic microscopic
particle-in-cell scheme (ES-MPIC) with a discretization size of
1 Å. Such schemes have been used previously to calculate the
electron dynamics in laser-irradiated clusters.35,36 This PIC
cell size is considerably smaller than the lattice constant of
LiF, a = 4.026 Å. PIC allows us to calculate the electron
density distribution, as well as the electrical potential and
field throughout the simulation volume. The electron density
determined by PIC is used for screening the ionic charges in
the MD code.

We consider electrons as a classical fluid with their local
density given by the Boltzmann relationship,

ne = n0 exp
[
e(φ − φ0)

kBTe

]
, (1)

where φ is the electric potential, ne is the electron density, e
is the elementary charge, and kB is Boltzmann’s constant. We
assume the electron temperature, Te, to be constant throughout
our simulation. The electric potential is given by the Poisson
equation,

∇2φ = − ρ

ε0
, (2)

where ρ is the charge density and ε0 is the vacuum permittivity.
The charge density is calculated via

ρ = e(Zini − ne) (3)

from the electron density ne, the ion density ni , and the nominal
ion charge Zi . We implement Dirichlet boundary conditions
for PIC such that the potential is zero on the boundaries.
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free electrons in the system; thus the balance of local charge
neutrality in each unit cell will be disturbed. The resulting
long-range forces may be important for track physics and
sputtering. Indeed, as mentioned above, in these systems, the
largest sputter yields have been observed. It also seems that
in these systems the influence of a Coulomb explosion will be
most clearly seen, since charges will never be fully quenched.

The study of ion interaction with ionic solids has received
further interest due to their use as containers for radioactive
waste.24 Here the effects of both high-energy fission fragments
and of lower (keV) energy recoil atoms—mainly from α-
particle emission—are of interest. Up to now, simulation
studies in this area have concentrated mostly on the keV
regime, thus excluding electronic effects and the study of
ion tracks, and concentrated on the effects in ceramics and
minerals.25–28 A further interesting application is given by the
interaction of cosmic rays with interstellar dust particles.29

Here the role of ion tracks is to phase-transform initially
crystalline dust grains to an amorphous structure.

We present here a model study which focuses on the
early stages of energy deposition in the atomic system. A
preliminary study concentrating on the induced sputtering
from LiF has been submitted elsewhere.30 We provide the
framework of a hybrid simulation scheme which couples a
molecular dynamics (MD) scheme for the ionic system with
a particle-in-cell scheme (PIC) for the electrons. This allows
us to model directly the initial ionization by the swift ion,
and the charge screening by the electrons. We do not model
electron recombination individually, but rather assume an
electron recombination time τ , which we use as a free model
parameter. Our model thus allows us to estimate the effects of
the additional ion charges, and thus of Coulomb explosion, on
the track formation and sputtering.

II. METHOD

We apply a hybrid simulation scheme in which the motion
of the ions is calculated using MD, while the properties of the
electron system are modeled using PIC.31–33 In our approach,
we treat the electrons as a fluid whose density instantaneously
accommodates to the local potential. This allows us to use a
larger time step in the simulation; it is adjusted to resolving
the ion motion, rather than the electron motion.34 Below (see
discussion of Fig. 6 at the end of Sec. III B) we argue that
such a fluid treatment of the electrons is valid after a few
fs after swift-ion passage. From the spatial distribution of free
electrons we can calculate the screening of the ionic charges—
which will modify the Coulomb forces in the MD—and the
field distribution in the sample.

The incident swift ion is the source of electron excitation
and ionization in the target. We model it by suddenly double-
ionizing the F− ions in the cylindrical ionization cylinder to
F+ ions, and simultaneously generating free electrons at the
positions of these ions. This form of ionization is plausible
considering the ionization energies, which are 5.4 (17.4) eV
for the first and 75.8 (35) eV for the second ionization of Li
(F), respectively.

The ensuing dynamics in the target is calculated by
considering the forces on the ions (MD) and the redistribution
of the electrons (PIC). We do not include a detailed model

of electron collisions and the accompanying effects such as
impact ionization, Auger decay, or trapping of electrons; such
effects would best be modeled in a Monte Carlo simulation
such as Refs. 8 and 9. Here, we simplify these processes by
assuming a finite lifetime of the electrons, which we shall
denote as the recombination time τ . It will be treated as a free
parameter of our simulation and vary between 50 and 1000 fs.
After this time, we assume all electrons to be recaptured at
the F+ ions; then the MD will proceed as in electronically
un-excited LiF, while PIC will be unnecessary since no free
electrons are left.

Certainly, in reality, not all F+ ions will recombine at the
same time. We vary the recombination time in the limits given
above in order to assess the importance of this parameter.
However, we point out that some color centers (in our case
neutral F0 atoms) may be formed and remain in the target; we
do not take these into account in the present model.

In general the electron dynamics during the ionization phase
is governed by (i) their kinetic energy, (ii) the track potential,
(iii) possible traps for electrons, and (iv) recombination. In our
model, we take (ii) fully into account, and (i) and (iv) in terms
of model parameters (electron temperature and recombination
time, respectively), while the existence of traps is ignored.

We note that the method presented here has been set up to
describe the processes occurring in an insulating target, but
will not be suitable for metals.

A. Particle-in-cell scheme

We implemented a 3-dimensional electrostatic microscopic
particle-in-cell scheme (ES-MPIC) with a discretization size of
1 Å. Such schemes have been used previously to calculate the
electron dynamics in laser-irradiated clusters.35,36 This PIC
cell size is considerably smaller than the lattice constant of
LiF, a = 4.026 Å. PIC allows us to calculate the electron
density distribution, as well as the electrical potential and
field throughout the simulation volume. The electron density
determined by PIC is used for screening the ionic charges in
the MD code.

We consider electrons as a classical fluid with their local
density given by the Boltzmann relationship,

ne = n0 exp
[
e(φ − φ0)

kBTe

]
, (1)

where φ is the electric potential, ne is the electron density, e
is the elementary charge, and kB is Boltzmann’s constant. We
assume the electron temperature, Te, to be constant throughout
our simulation. The electric potential is given by the Poisson
equation,

∇2φ = − ρ

ε0
, (2)

where ρ is the charge density and ε0 is the vacuum permittivity.
The charge density is calculated via

ρ = e(Zini − ne) (3)

from the electron density ne, the ion density ni , and the nominal
ion charge Zi . We implement Dirichlet boundary conditions
for PIC such that the potential is zero on the boundaries.
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free electrons in the system; thus the balance of local charge
neutrality in each unit cell will be disturbed. The resulting
long-range forces may be important for track physics and
sputtering. Indeed, as mentioned above, in these systems, the
largest sputter yields have been observed. It also seems that
in these systems the influence of a Coulomb explosion will be
most clearly seen, since charges will never be fully quenched.

The study of ion interaction with ionic solids has received
further interest due to their use as containers for radioactive
waste.24 Here the effects of both high-energy fission fragments
and of lower (keV) energy recoil atoms—mainly from α-
particle emission—are of interest. Up to now, simulation
studies in this area have concentrated mostly on the keV
regime, thus excluding electronic effects and the study of
ion tracks, and concentrated on the effects in ceramics and
minerals.25–28 A further interesting application is given by the
interaction of cosmic rays with interstellar dust particles.29

Here the role of ion tracks is to phase-transform initially
crystalline dust grains to an amorphous structure.

We present here a model study which focuses on the
early stages of energy deposition in the atomic system. A
preliminary study concentrating on the induced sputtering
from LiF has been submitted elsewhere.30 We provide the
framework of a hybrid simulation scheme which couples a
molecular dynamics (MD) scheme for the ionic system with
a particle-in-cell scheme (PIC) for the electrons. This allows
us to model directly the initial ionization by the swift ion,
and the charge screening by the electrons. We do not model
electron recombination individually, but rather assume an
electron recombination time τ , which we use as a free model
parameter. Our model thus allows us to estimate the effects of
the additional ion charges, and thus of Coulomb explosion, on
the track formation and sputtering.

II. METHOD

We apply a hybrid simulation scheme in which the motion
of the ions is calculated using MD, while the properties of the
electron system are modeled using PIC.31–33 In our approach,
we treat the electrons as a fluid whose density instantaneously
accommodates to the local potential. This allows us to use a
larger time step in the simulation; it is adjusted to resolving
the ion motion, rather than the electron motion.34 Below (see
discussion of Fig. 6 at the end of Sec. III B) we argue that
such a fluid treatment of the electrons is valid after a few
fs after swift-ion passage. From the spatial distribution of free
electrons we can calculate the screening of the ionic charges—
which will modify the Coulomb forces in the MD—and the
field distribution in the sample.

The incident swift ion is the source of electron excitation
and ionization in the target. We model it by suddenly double-
ionizing the F− ions in the cylindrical ionization cylinder to
F+ ions, and simultaneously generating free electrons at the
positions of these ions. This form of ionization is plausible
considering the ionization energies, which are 5.4 (17.4) eV
for the first and 75.8 (35) eV for the second ionization of Li
(F), respectively.

The ensuing dynamics in the target is calculated by
considering the forces on the ions (MD) and the redistribution
of the electrons (PIC). We do not include a detailed model

of electron collisions and the accompanying effects such as
impact ionization, Auger decay, or trapping of electrons; such
effects would best be modeled in a Monte Carlo simulation
such as Refs. 8 and 9. Here, we simplify these processes by
assuming a finite lifetime of the electrons, which we shall
denote as the recombination time τ . It will be treated as a free
parameter of our simulation and vary between 50 and 1000 fs.
After this time, we assume all electrons to be recaptured at
the F+ ions; then the MD will proceed as in electronically
un-excited LiF, while PIC will be unnecessary since no free
electrons are left.

Certainly, in reality, not all F+ ions will recombine at the
same time. We vary the recombination time in the limits given
above in order to assess the importance of this parameter.
However, we point out that some color centers (in our case
neutral F0 atoms) may be formed and remain in the target; we
do not take these into account in the present model.

In general the electron dynamics during the ionization phase
is governed by (i) their kinetic energy, (ii) the track potential,
(iii) possible traps for electrons, and (iv) recombination. In our
model, we take (ii) fully into account, and (i) and (iv) in terms
of model parameters (electron temperature and recombination
time, respectively), while the existence of traps is ignored.

We note that the method presented here has been set up to
describe the processes occurring in an insulating target, but
will not be suitable for metals.

A. Particle-in-cell scheme

We implemented a 3-dimensional electrostatic microscopic
particle-in-cell scheme (ES-MPIC) with a discretization size of
1 Å. Such schemes have been used previously to calculate the
electron dynamics in laser-irradiated clusters.35,36 This PIC
cell size is considerably smaller than the lattice constant of
LiF, a = 4.026 Å. PIC allows us to calculate the electron
density distribution, as well as the electrical potential and
field throughout the simulation volume. The electron density
determined by PIC is used for screening the ionic charges in
the MD code.

We consider electrons as a classical fluid with their local
density given by the Boltzmann relationship,

ne = n0 exp
[
e(φ − φ0)

kBTe

]
, (1)

where φ is the electric potential, ne is the electron density, e
is the elementary charge, and kB is Boltzmann’s constant. We
assume the electron temperature, Te, to be constant throughout
our simulation. The electric potential is given by the Poisson
equation,

∇2φ = − ρ

ε0
, (2)

where ρ is the charge density and ε0 is the vacuum permittivity.
The charge density is calculated via

ρ = e(Zini − ne) (3)

from the electron density ne, the ion density ni , and the nominal
ion charge Zi . We implement Dirichlet boundary conditions
for PIC such that the potential is zero on the boundaries.
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FIG. 5. (Color online) Cross-sectional view through the middle
crystal at 20 ps after swift-ion passage showing the strongly disturbed
crystal structure in the ion track. Big circles: F−, small circles: Li+.

averaged over the times of 5–20 ps the densities in the track
region are similar for all three crystals studied.

Figure 5 shows a cross-sectional view of the final track
structure. The crystalline structure in the ion track region is
strongly distorted, and a high number of defects have been
created and frozen in after cooling from the melt. The physical
reason for the low track density can hence be attributed to the
high defect density in the track core region.

B. Behavior of electrons

Figure 6 displays the electric potential established around
the ionization track, immediately after ionization, and 10 fs
later. The potential is due to both the ionization of F− to F+

in the trail cylinder, and to the electrons which may have
left the trail region. Immediately after ionization, the potential
reaches maximum values of around 70 V in the trail center.
Within 10 fs the potential has smoothed out, and the maximum
values are now only around 40 V. This is due to the reaction of
the ions to the strong Coulomb fields. In fact our simulations
show that the average distance of ions covered during the first
10 fs amounts to 0.7 Å. This motion is a direct sign of the
Coulomb explosion happening and shows how quickly ions

FIG. 6. (Color online) Side view of the thin crystal just after
ionization (left) and 10 fs later (right). Color denotes the electric
potential (in volts); see color bar at right. The ionization trail is in the
middle of the crystal, running from top to bottom. The location of the
crystal is visible due to discrete PIC cells.

FIG. 7. (Color online) Temporal evolution of the number of
electrons in the track, and in the entire target. The track region is
taken as a cylinder with radius Rtrack = 6 Å. Data refer to the thick
target and τ = 1 ps.

can respond to the field. The electrical potential, and hence
electrical field, extends only several nanometers out of the track
region.

Figure 7 shows the reaction of the electrons by displaying
the number of electrons found in the target and in the track
region. Here the thick target has been chosen in which
initially 128 electrons have been excited. Here it takes
times of around 400 fs until the number of electrons in the
target has stabilized; before this time, electrons leave the
target. Eventually only 40 electrons (30%) remain in the target
and only 15 electrons (12%) remain in the highly positively
charged trail region. For the thinner slabs, even fewer electrons
remain in the target, only 22% or 14%, for the middle and the
thin target.

The electrons that remain in the track region will partly
compensate the ionic charges. Figure 8 displays these com-
pensating or screening charges around the F+ ions. Both the
average and the maximum screening charge around the F+ ions
have been plotted. To calculate these numbers, the electron
density in a volume of " = 8.15 Å3 around the F+ ion has
been taken into account. Interestingly, screening is only sizable
in the first 50 fs. This corresponds to Fig. 7 which shows
that electrons quickly leave the target and the trail region.
In these first 50 fs, screening can be sizable and completely
compensate the ion charge. However, on average, only around
10% of the ion charge is compensated. These values apply
for the thick target in which the number of excited electrons
is also largest. For the thin and middle target, screening is
negligible. Note also that after the first 50 fs, where the target
has mostly been depleted of electrons, the effect of screening is
minor.

Thus Fig. 8 demonstrates that the role of the electrons is
not as decisive as might have been anticipated. They slightly
quench the Coulomb explosion, but only very early in the
process. This conclusion is of course strongly dependent on the
temperature which electrons assume. For lower temperatures,
the electrons will stay more closely confined to the track
region. As discussed in Sec. II D above, then, the classical,
fluid scenario of electron behavior which underlies our PIC
strategy fails, and more refined methods of calculating the
electron dynamics—for instance based on a Monte Carlo
approach—have to be applied.
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FIG. 5. (Color online) Cross-sectional view through the middle
crystal at 20 ps after swift-ion passage showing the strongly disturbed
crystal structure in the ion track. Big circles: F−, small circles: Li+.

averaged over the times of 5–20 ps the densities in the track
region are similar for all three crystals studied.

Figure 5 shows a cross-sectional view of the final track
structure. The crystalline structure in the ion track region is
strongly distorted, and a high number of defects have been
created and frozen in after cooling from the melt. The physical
reason for the low track density can hence be attributed to the
high defect density in the track core region.

B. Behavior of electrons

Figure 6 displays the electric potential established around
the ionization track, immediately after ionization, and 10 fs
later. The potential is due to both the ionization of F− to F+

in the trail cylinder, and to the electrons which may have
left the trail region. Immediately after ionization, the potential
reaches maximum values of around 70 V in the trail center.
Within 10 fs the potential has smoothed out, and the maximum
values are now only around 40 V. This is due to the reaction of
the ions to the strong Coulomb fields. In fact our simulations
show that the average distance of ions covered during the first
10 fs amounts to 0.7 Å. This motion is a direct sign of the
Coulomb explosion happening and shows how quickly ions

FIG. 6. (Color online) Side view of the thin crystal just after
ionization (left) and 10 fs later (right). Color denotes the electric
potential (in volts); see color bar at right. The ionization trail is in the
middle of the crystal, running from top to bottom. The location of the
crystal is visible due to discrete PIC cells.

FIG. 7. (Color online) Temporal evolution of the number of
electrons in the track, and in the entire target. The track region is
taken as a cylinder with radius Rtrack = 6 Å. Data refer to the thick
target and τ = 1 ps.

can respond to the field. The electrical potential, and hence
electrical field, extends only several nanometers out of the track
region.

Figure 7 shows the reaction of the electrons by displaying
the number of electrons found in the target and in the track
region. Here the thick target has been chosen in which
initially 128 electrons have been excited. Here it takes
times of around 400 fs until the number of electrons in the
target has stabilized; before this time, electrons leave the
target. Eventually only 40 electrons (30%) remain in the target
and only 15 electrons (12%) remain in the highly positively
charged trail region. For the thinner slabs, even fewer electrons
remain in the target, only 22% or 14%, for the middle and the
thin target.

The electrons that remain in the track region will partly
compensate the ionic charges. Figure 8 displays these com-
pensating or screening charges around the F+ ions. Both the
average and the maximum screening charge around the F+ ions
have been plotted. To calculate these numbers, the electron
density in a volume of " = 8.15 Å3 around the F+ ion has
been taken into account. Interestingly, screening is only sizable
in the first 50 fs. This corresponds to Fig. 7 which shows
that electrons quickly leave the target and the trail region.
In these first 50 fs, screening can be sizable and completely
compensate the ion charge. However, on average, only around
10% of the ion charge is compensated. These values apply
for the thick target in which the number of excited electrons
is also largest. For the thin and middle target, screening is
negligible. Note also that after the first 50 fs, where the target
has mostly been depleted of electrons, the effect of screening is
minor.

Thus Fig. 8 demonstrates that the role of the electrons is
not as decisive as might have been anticipated. They slightly
quench the Coulomb explosion, but only very early in the
process. This conclusion is of course strongly dependent on the
temperature which electrons assume. For lower temperatures,
the electrons will stay more closely confined to the track
region. As discussed in Sec. II D above, then, the classical,
fluid scenario of electron behavior which underlies our PIC
strategy fails, and more refined methods of calculating the
electron dynamics—for instance based on a Monte Carlo
approach—have to be applied.
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FIG. 8. (Color online) (a) Average and (b) maximum screening
charge around F+ ions. Data refer to a recombination time of τ =
1000 fs.

Figure 6 allows us to estimate the field strengths which act
on the surface of the crystal in the ion trail region; they amount
to around 1010 V/m. At an electron temperature of 8 eV, the
average electron velocity is around 2 × 106 m/s; at these field
strengths, electrons, which have been emitted from the track,
return within 2 fs from the vacuum to the crystal surface.
Since our PIC model does not explicitly resolve the electron
dynamics—but assumes that electrons instantaneously adapt
their density to the electric potential—this means that our
simulation is valid for times >2 fs. This is also about the
size of our molecular dynamics time step, 1 fs. We conclude
that for the problem that we study here, our PIC approach is
valid for processes occurring on a time scale >2 fs, and hence
is well applicable to our study.

C. Sputtering

The sputtering from an ion track in LiF has been studied
previously as a function of the recombination time τ .30 The
main results were as follows:

(i) Sputter yields decrease with τ . They are highest for a
recombination time of τ = 50 fs and reach values around 40;
sputter yields decrease towards Y = 15 for τ = 1 ps.

(ii) Sputtering is largest for small recombination times,
since the LiF crystal becomes energetically disturbed at two
times, at t = 0 and at t = τ ; when the recombination at t = τ
occurs while the system is still in strong nonequilibrium due
to the ionization event at t = 0, maximum perturbation of the
atomic system and hence sputtering occurs.

(iii) When τ becomes even smaller than 50 fs, the sputter
yield must vanish. Our simulations show that sputtering occurs
as soon as τ > 10 fs.

FIG. 9. (Color online) Sputtering yield for different recombina-
tion times.

(iv) Fast ions are emitted early. This group of sputtered
particles also includes the Coulomb explosion part.

(v) The energy distribution of sputtered ions consists of
two groups: a low-energy group centered at <1 eV and a
high-energy group at 7–8 eV.

Here we wish to report on the influence of the system
size—in particular of the trail length—on the sputtering
behavior. While experiments on freestanding LiF films of such
small thicknesses as studied here may not be easily performed
experimentally, our results may apply to the sputtering from
ultrathin LiF films grown on a substrate. They may also be used
as a model for intermittent tracks; in these the impinging swift
ion does not form one continuous ionization trail, but rather a
series of smaller trails. In this study we vary the extension of
these ionization trails.

Figure 9 shows the sputtering yield for the three target
geometries and various recombination times. We see that
the main trend of a decreasing sputter yield with increasing
ionization time holds well for all three track lengths studied.
The exception for the thick target for τ = 0.5 ps is a statistical
excursion. In all cases part of the emitted ions returns to the
surface due to the strong attractive forces and the near-surface
electrical fields; in the case mentioned substantially fewer
emitted ions return to the surface, thus enhancing the net
sputter yield.

Figure 10 shows the energy and angular distribution of
sputtered particles. Again these results are independent of the
track length of the system. The energy distribution features the
2-group structure mentioned in item (v) above. The angular
distribution shows strongly anisotropic emission centered in a
cone with opening angle of 60◦ around the surface normal.

A more detailed analysis of the sputtering process is reveal-
ing for the nature of the Coulomb explosion process occurring.
For the middle target and the smallest recombination time,
τ = 50 fs, we find a sputter yield of Y = 39 ions. During the
ionization period, 4 fast Li+ ions are sputtered; until 300 fs,
another 4 Li+ ions are ejected. In the ensuing time, mostly
cluster ions and neutral LiF molecules are ejected; the largest
cluster is a (Li7F6)+ ion. The results are similar for the largest

245424-7

number of electrons remaining in track       shielding of F+ ions 



CHEREDNIKOV, SUN, AND URBASSEK PHYSICAL REVIEW B 87, 245424 (2013)

and the ionization energy, I = 17.42 eV. Thus per F+ ion,
an energy of 44.82 eV has been invested. In the energized
cylinder, we thus obtain an energy density of e0 = 3.54 eV/Å3.
This is equivalent to a stopping power of dE/dx = πR2e0 =
44.5 eV/Å. Such stopping powers are typical of impacts of
light ions.2

We note that it would be interesting to extend our model
to cover higher energy depositions, such as they are typical
for swift heavy ion impacts. In such a case, however, not only
F+ ions but also higher ionization states of fluorine, and also
of lithium, would be created, thus severely complicating the
modeling.

Using the stopping power of dE/dx = 44.5 eV/Å derived
above, an energy of 717 (1433, 2867) eV was deposited in the
thin, middle, and large crystals, respectively. If this energy
were totally converted to heating the LiF crystal, an end
temperature of 217 (442, 867) K would be obtained; here a
heat capacity of 3kB per ion was assumed.

The PIC simulation boxes are chosen larger than the LiF
crystal sizes; they amount to 120 × 120 × 100, 90 × 90 ×
160, and 70 × 70 × 240 Å3, respectively. The number of PIC
cells is thus of the order of 106 cells.

The recombination time of free electrons is taken as a model
parameter; we performed simulations with τ = 50, 100, 250,
500, and 1000 fs. This is also of the order of the energy
relaxation time of the electronic system which determines the
time scale of energy exchange with the ionic system in LiF and
which has been estimated in Ref. 37 to be around 0.5–1.0 ps.

We relax the LiF crystals for 30 ps; at the start of the
simulation they have a temperature of around 10 K. At time
t = 0, we start the ionization process: For a period of time τ , all
F− ions are converted to F+; simultaneously in those PIC cells,
where an F+ ion has been created, 2 electrons are inserted. This
gives the initial condition for the PIC/MD scheme.

III. RESULTS

A. Ion track

Figure 1 shows in a series snapshots the processes occurring
in the target after passage of the swift ion. Temperatures in the

FIG. 1. (Color online) Cross-sectional view through the thick
crystallite at times of 40, 310, 810, and 5000 fs after passage of
the swift ion. Recombination time τ = 1000 fs. Color codes local
temperature, see color bar at right.

FIG. 2. (Color online) Top view of the thin crystal at 40 fs,
310 fs, 810 fs, and 5 ps after the ionization onset. For color code, see
Fig. 1.

ion trail cylinder quickly rise to values well above the melting
temperature. The high energy density then leads to strong
sputtering from the trail region; emission starts immediately
after ionization but persists to times >1 ps. In the final
snapshot, at a time of 5 ps after ion passage, the crystal has
equilibrated at a temperature of around 800 K. Some material
has been deposited loosely on the surface. The track region
itself shows a highly defective structure, which will be further
discussed below; see Fig. 5. A top view, Fig. 2, reveals a
temporary hole forming in the track center, which is due to
the radial expansion of the material caused by the huge central
energy density.

From our series of simulations with varying ion trail
lengths, we find that the final temperatures of the equilibrated
targets are around 200 (430, 900) K for the thin (middle, thick)
target. This nicely corresponds to the energy input, Sec. II,
which gives 217 (442, 867) K, when applying a specific heat of
3kB per atom. The slight deviations between the final simulated
temperatures and the predicted temperatures are mainly due
to the energy lost by sputtering. Since the final temperatures
are in all cases studied below the melting temperature of LiF,
Tm = 1132 K, the final crystallite is in its solid state.

We always find the final crystallite to be slightly negatively
charged. That is, more Li+ than F− ions have left the target. The
final charge states are −5e (−3e, −6e) for the thin (middle,
thick) target for a recombination time of 1 ps. Similar values are
reached for all ionization times !100 fs, with no statistically
relevant difference between the three targets. For the smallest
recombination time, 50 fs, the charge state doubles to values
of around −10e; this is correlated to the higher total sputter
yield for τ = 50 fs; see Sec. III C below.

There are two reasons for the negative charge state of the
target. (i) During the recombination time, i.e., in the Coulomb
explosion phase, mainly particles from the ion trails will be
sputtered; these are all positively charged, Li+ and F+. (ii) In
the later phase, Li+ has a higher chance to be emitted than F−

due to its smaller mass.
Figure 3 shows the time evolution of density, pressure,

and temperature in the track region. For analysis purposes
we define this as a cylinder around the ion path with radius
Rtrack = 6 Å; we average these quantities inside this region.
Temperatures are extremely high immediately after passage
of the swift ion. Strictly speaking at these early times, it is
not possible to talk about a temperature since the system is
in strong nonequilibrium. The high temperature values here
thus simply indicate the strong kinetic energies which the ions
have received. In the trail volume, temperatures then quickly
equilibrate, within a time of a few ps. The final temperatures
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Conclusions 

 Two-temperature model for LiF: need for plasma equations for  
 electron density and energy 

•  Ablation mechanism similar as in metals: spallation in molten 
state 

 
 
•  Role of longlived defects 
•  Defects de-stabilize lattice -> lower ablation threshold 
•  even „cold“ ablation is possible 
•  role of metallic clusters:  

 - form due to high Li0 diffusion rate  
 - destablilize lattice due to condensation heat 

•  efficient: potential energy introduced by defects small compared 
to laser energy (or thermal energy of electrons) 
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