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Abstract. We consider the thermodynamic and kinetic properties of Nickel as an example of transition metal in two-temperature state \((T_e \gg T_i)\) produced by femtosecond laser heating. Our physical model includes essential processes induced in metals by ultrafast laser energy absorption. Specifically, the electron-ion collision frequency was obtained from recent high-temperature measurements of electrical conductivity and electron-electron screened Coulomb scattering was calculated by taking into account s-s and s-d collisions. In addition, chemical potential, energy, heat capacity, and pressure were obtained from first-principles density functional theory calculations. This model was implemented in two-temperature hydrodynamic code (2T-HD) and combined with molecular dynamics (MD) to determine strength of molten Ni at high strain rates \(\sim 10^8 - 10^9 \, \text{s}^{-1}\) under conditions of femtosecond laser ablation experiments. The simulated ablation threshold, which depends on material strength, was found to be in good agreement with our experimental measurements reported here. The combined 2T-HD/MD modeling explains the surprisingly high experimental energy density necessary to initiate ablation in Ni (the experimental crater depth in Ni is several times smaller than in Al and Au, while ablation threshold energies are similar).

1. INTRODUCTION

There are two specific features of ultrashort laser pulses (USLP) which differ them from longer pulses. Those features are: first, appearance of two-temperature (2T) stage when conduction electrons are hot \((T_e \gg T_i)\) [1–7] and, second, ablation by thermomechanical mechanism when ablated material is mechanically spalled out [3–5, 7, 8]. Contrary to usual spallation from a rear-side boundary in our case spallation takes place at the irradiated frontal boundary [2, 7–10]. Thermomechanical stress should overcome material strength to spall ablated layer [3–5, 7–10]. Therefore there is a sharp ablation threshold on laser absorbed fluence

\[ F_{\text{abs, abl, thr}} \equiv F_{\text{abl}} \]

- there is no thermomechanical ablation below threshold [9]. And therefore amount of ablated material begins from finite value \(P_{\text{abl}}\) when fluence is above threshold.
$F_{abs} > F_{abl}$ [9], here $\rho_0$ is density of target material. This amount defines thickness $x_{abl}$ of ablated layer at the threshold, see Fig. 1a.

Final surface profile of Ni target after irradiation by USLP is shown in Fig. 1a. It is obtained by interferometric measurements [11, 12]. Distribution of incident fluence in focal spot is

$$F(y) = F_c \exp\left(-y^2/R_{las}^2\right), \quad R_{las} \approx 50 \text{ microns} \quad (1.1)$$

where the $y$-axis crosses an elliptical (inclined incidence of laser beam) focal spot through its center $y = 0$ along short axis of the ellipse, $F_c$ and $R_{las} \approx 50$ microns are incident fluence at the center and radius of laser beam at a target surface along short axis. Laser beam incident angle is $45^\circ$ degrees, p-polarization. In Fig. 1a normalized fluence $f_c = F_c/F_{inc|abl.thr}$ is given. Duration of pulse is 80 fs; wavelength is 1240 nm; near-infrared Chromium-activated Forsterite Cr4+:Mg2Si04 laser is used [13]. Nickel film one micron thick is placed at a glass substrate. Metal surface is irradiated from the air side. In this case the Ni-glass boundary is rear-side of the Ni film.

Ablation threshold is $F_{inc|abl.thr} = 320$ mJ/cm$^2$. Absorption coefficient as function of incident fluence has been measured. Absorbed fluence at ablation threshold is

$$F_{abl} \approx 140 \text{ mJ/cm}^2. \quad (1.2)$$

Depth of crater at threshold (1.2) is

$$x_{abl} \approx 20 \text{ nm}, \quad (1.3)$$

see Fig. 1a. Crater depth $x_{crat}(F_{abs})$ at $F_{abs} > F_{abl}$ depends on absorbed fluence. There is a rim of positive $x > 0$ residual deformations around lateral wall of a crater.

Sequence of physical processes initiated by USLP is presented in Fig. 1b. Absorption of USLP overheats electron subsystem. Absorbed heat expands from skin layer into bulk...
by electronic heat conduction. This expansion is rapid during 2T relaxation [2]. During relaxation electron temperature $T_e$ in the heated layer decreases while ion temperature $T_i$ increases in time [1–5, 7]. Depth of the heated layer $d_T$ is established during relaxation stage with duration $t_{eq}$ [2]. Our simulations presented below show that $d_T \approx 60$ nm, $t_{eq} \approx 7$ ps.

The value of the heated depth $d_T$ near threshold fluence (1.2) is important since it defines the crater depth (1.3) and the ablation threshold (1.2). Indeed, simulations show that the depth $x_{abl}$ (1.3) is proportional to the depth $d_T$. While value $F_{abl}$ (1.2) for fixed material strength is proportional to the depth $x_{abl}$.

Electron heat conduction coefficient $\kappa$ is important since it defines the depth $d_T$. Below our description of coefficient $\kappa$ for 3d-metal Ni is presented. In one-temperature (1T) case with $T_i$ less than 1 eV the conduction $\kappa$ is limited by electron-ion (e-i) collisions. In 2T case with high $T_e$ and low $T_i$ the electron-electron (e-e) scattering overcomes the e-i scattering.

In Nickel a d-band is close to Fermi level [6, 14, 15]. In the paper the influence of the d-band on thermodynamic and conductivity $\kappa$ is analyzed in case of Nickel. Heat flux in Ni is carried by s-electrons mainly. Contribution of the d-band into conductivity $\kappa$ is small since d-electrons have large effective mass, high collision rate, and low mobility. But the d-electrons are additional scatters for s-electrons transporting energy. The s-s and s-d collision processes, which define e-e conductivity in d-metals, are calculated below. After that the 2T thermodynamics and conductivity results are used to construct model for 2T hydrodynamic simulation. Results of simulations are also presented.

2. TWO-TEMPERATURE THERMODYNAMICS AND EQUATION OF STATE

Dependencies of two-temperature (2T) internal energy $E(\rho, T_e, T_i)$ and pressure $p(\rho, T_e, T_i)$ are necessary to solve 2T-HD equations, because there are heat balances and dynamic equation in the 2T-HD system. DFT calculations were used to find those dependencies. They are shown in Figs. 2 (a,b). The dependencies are well approximated by functions

$$E_e = \left( \frac{\rho}{\rho_0} \right)^{0.6} \frac{KS}{K+S} \left[ \frac{J}{m^3} \right],$$

(2.1)

$$p_e = 1.1 \left( \frac{\rho}{\rho_0} \right)^{1.1} \frac{KS}{K+S} \left[ \text{Pa} \right],$$

(2.2)

where classical (K, Fermi gas limit) and saturated (S) dependencies are

$$K = 1077 \frac{T_e^2}{2} \left[ \frac{J}{m^3} \right], \quad S = 1.275 \cdot 10^5 T_e^{1.3} \left[ \frac{J}{m^3} \right],$$

here electron temperature $T_e$ is in [K]. In Fig. 2a energy $E_e$ is given per unit of mass. Energy density in (2.1) is obtained from values shown in Fig. 2a after multiplication by density $\rho$. There is a low temperature asymptotic $E_e(\rho_0, T_e, T_i) \approx K$ at $T_e < 10^3$ K.
FIGURE 2. (a) (Color online) Electron energy $E_e$ per unit of mass as a function of compression. $E_e$ is a difference between internal energies of the heated ($T_e = 2$ eV) and cold ($T_e = 0$) Ni crystals. In the case shown here, internal energies have been calculated in the generalized gradient approximation (GGA). (b) (Color online). Total pressure in cold (the blue curve, label "0") and heated up to $T_e = 2$ eV (the red curve, label "2") fcc Ni crystal. GGA. The ions are fixed in their ideal lattice positions ($T_i = 0$), while temperature $T_e$ is varied. Electron pressure $p_e$ at $T_e = 2$ eV is defined as difference $\Delta p$ between the heated "2" and the cold "0" curves.

Gruneisen parameter is $\Gamma \approx 1.1(\rho / \rho_0)^{0.5}$. It appreciably deviates from usually supposed value 2/3.

The dependencies shown in Fig. 2 (a,b) are obtained with DFT Abinit [16]. The Monkhorst-Pack mesh of $12^3$ mesh points in $\mathbf{k}$-space covers the Brillouin zone. Results shown in Figs. 2 (a,b) correspond to the generalized gradient approximation (GGA) used for the exchange-correlation functional XC. The GGA gives density $\rho_0$ and the fcc lattice constant $a_0$ in equilibrium $p(\rho_0, T_e = 0, T_i = 0) = 0$ equal to $\rho_0 = 4M/a_0^3 = 8.73$ g/cc and $a_0 = 6.71591$ a.u. = 3.55 Å. Here $M = 58.6934$ is molar mass of Ni isotopes mixture. Density $\rho_0|_{\text{GGA}}$ and a lattice spacing $a_0|_{\text{GGA}}$ are 2% smaller and 0.6% larger than values 8.902 g/cc, 3.53 Å from reference books for room temperature Ni, respectively. The GGA density $\rho_0 = 8.73$ g/cc is marked by filled circle in Fig. 2b. This is the point where a GGA cold curve intersects the $p = 0$ axis.

Abinit simulation with the local density approximation (LDA) for XC functional gives larger equilibrium density 9.6 g/cc and smaller lattice constant 3.44 Å. Their deviations from reference books are: +7% and -2.5%, respectively. But the deviations of $E_e(\rho, T_e = 2 \text{ eV}, T_i = 0)$ and $p_e(\rho, T_e = 2 \text{ eV}, T_i = 0)$ density dependencies of the LDA functions from the GGA functions (the last are shown in Figs. 2a,b) are surprisingly small - of the order of 1%. The same results follows from comparison of $E_e, p_e$ functions calculated with VASP [17, 18] and DMol3 [19] DFT packages. This stability means that obtained approximations (2.1), (2.2) are reliable. This is significant since for excitations $T_e \sim 2$ eV electron-electron electrostatic energy is not a small value in comparison with the Fermi energy. In this case electron-electron correlations become rather important. Therefore it is not obvious how accurate are the exchange-correlation functionals. Future laser experiments with high resolution may be used to check accuracy of quantum-mechanical simulations.
Let us write two-temperature (2T) internal energy and pressure as sum of two terms

\[ E(\rho, T_e, T_i) = E(\rho, T_i, T_i) + [E(\rho, T_e, T_i) - E(\rho, T_i, T_i)], \]

\[ p(\rho, T_e, T_i) = p(\rho, T_i, T_i) + [p(\rho, T_e, T_i) - p(\rho, T_i, T_i)]. \]

The first terms in (2.3), (2.4) refer to one-temperature (1T) state. The second terms

\[ E_e(\rho, T_e, T_i) = E(\rho, T_e, T_i) - E(\rho, T_i, T_i) \]

\[ p_e(\rho, T_e, T_i) = p(\rho, T_e, T_i) - p(\rho, T_i, T_i) \]

describe increase of energy and pressure in comparison with their 1T values. This increase is due to excitation of an electron subsystem. We refer to (2.5), (2.6) as electron energy and electron pressure.

We consider conditions when, firstly, at the excited state \( T_e \gg T_i \) and, secondly, at all stages (from initial to final) ion temperatures are limited to values

\[ T_i \sim 0.3 - 4\text{kJ} \ll E_F/k_B, \]

where \( E_F \) is Fermi energy - chemical potential at \( T_e = 0 \). Under the condition (2.7) the electron contributions to internal energy and pressure are small when system transits to 1T state: \( T_e \approx T_i \), since heat capacity of electrons is small in comparison with \( 3k_B \) at the temperatures (2.7).

At the 2T state (see Fig. 1b) electron energy \( E_e \) and pressure \( p_e \) are large and important for thermal and momentum balances in a surface layer of an irradiated target. Our approach is based on the assumption that changes in electron energy and pressure \( \delta E_e, \delta p_e \) due to changes of \( T_i \) in the range (2.7) are small in comparison with values of \( E_e \) and \( p_e \) at the considered high electronic temperatures (few eV) at the 2T stage and at the fixed mass density. This means that we neglect variations of an integral features of an electron band structure caused by changes in the ion ordering if the density remains unchanged. E.g., electron spectrum of aluminum only slightly deforms during melting [20].

Therefore

\[ E_e(\rho, T_e, T_i) \approx E_e(\rho, T_e), \quad p_e(\rho, T_e, T_i) \approx p_e(\rho, T_e). \]

Approximation based on this assumption allows to calculate \( E_e, p_e \) (2.8) at low ion temperatures. We have calculated the dependency \( E_e, p_e \) on \( T_e \) and \( \rho \) for the case of ideal fcc lattice when \( T_i = 0 \) as it is written in expressions (2.1) and (2.2) and is shown in Figs. 2 (a,b). Similar approach for tungsten has been described in the paper [21]. Another approach, which includes influence of \( T_i \) at the 2T stage, is presented in the paper written by Starikov, Stegailov et al. [22]. The density in our DFT calculations with an ideal lattice is varied through variation of a lattice constant \( a \).

### 3. ONE-TEMPERATURE EQUATION OF STATE

As was said above, the first terms \( E(\rho, T_i, T_i) \equiv E(\rho, T_i) \) in the equations (2.3) and (2.4) are taken from the one-temperature (1T) state. Equations (2.3) and (2.4) describe how to
FIGURE 3. (a) (Color online) Phase diagram of 1T Nickel. The binodal curve "bin" divides stable and metastable states. The metastable states are below the "bin". (b) (Color online). Speed of sound $c_s$ in Ni, firstly, at the isochoric curve "i" $\rho = \rho_0$, where $\rho_0$ is room temperature density, and, secondly, at the curve "bin" shown in Fig. 3a. There are: (1) the jump of $c_s$ at the curve "bin" at the triple point and (2) the change of slope in the point where the isochoric curve "i" intersects the melting curve. The empty circles here and in Fig. 3a define a state with $p \approx 0$ and acoustic impedance $Z = \rho c_s$ equal to $Z$ of room temperature aluminum.

separate electron and ion contributions into the 2T EOS. Wide-range equation of state (EOS) [23] is used in our 2T-HD simulations. Phase diagram of 1T Nickel at $\rho, T$ plane is shown in Fig. 3a. The curve "bin" in Fig. 3a encircles the two-phase vapor-condensed phase region. It has two branches: condensation curve at the left side and sublimation-boiling curve at the right. These branches join together in the critical point "C". The right branch of the curve "bin" consists from three parts. Those parts are: the sublimation curve, the interval of a triple point, and the boiling curve.

Melting region resides as the strip between the upper and lower boundaries. These boundaries are: the solidus "sl" in Fig. 3a and the liquidus "lq". Nickel is in a two-phase solid-liquid mixture state in the melting region. The boundaries limit the melting region from a solid state below and a liquid state above. The melting region at the $\rho, T$ plane in Fig. 3a corresponds to the melting curve at the $p, T$ plane.

Pressure increases along the melting curve together with increasing of density and temperature. Isobaric curves at the $\rho, T$ plane shown in Fig. 3a are horizontal segments inside the melting region.

Let us consider a small piece of material of an irradiated target and its trajectory at the $\rho, T$ plane. The piece changes its density $\rho$ and temperature $T$ during hydrodynamic expansion. These changes define the trajectory of the piece. In the 1T EOS used for 2T-HD simulation a piece of substance does not decay into two-phase mixture with vapor immediately as it intersects the binodal curve "bin" shown in Fig. 3a. The piece below the curve "bin" remains in condensed state. Decay into mixture with vapor takes place when the trajectory achieves the spinodal curve "s". This is scenario of the spinodal decomposition. This scenario approximately describes a picture of decay of stretched substance at high deformation rates $V/V \sim 10^9$ s$^{-1}$. Such rates correspond to our situation with ablation by ultrashort laser pulses.
In our scenario with ultrafast stretching the curves solidus and liquidus continue down inside the metastable region bounded by the binodal curve "bin" in Fig. 3a. It is important that the curve liquidus "lq" of Nickel intersects the spinodal curve "s" above the zero temperature level \( T = 0 \). The intersection point is marked by the letter "a" in Fig. 3a. This situation is typical for metals. Aluminum is an exception in this sense. In Al the curves "s" and "lq" are separated by finite distance while they decrease down to the level \( T = 0 \).

There is an equilibrium solid-liquid mixture inside the melting region in the 1T EOS used for hydrodynamic simulation. This assumption holds also below the binodal curve "bin". Existence of the equilibrium solid-liquid mixture becomes impossible below the temperature \( T_a \) corresponding to the point "a" of the "s"-"lq" intersection. Therefore at the temperature \( T_a \) the spinodal curve "s" undergoes a finite jump to the point "b" shown in Fig. 3a. Further the spinodal "s" follows the curve "sl" below the point "b" during decrease of temperatures.

The position and shape of the spinodal curve "s" shown in Fig. 3a is significant since it defines densities and amplitudes of negative pressures where decay into vapor mixture takes place. At this amplitude the condensed matter ceases to resist to stretching. The phenomenon of decay is dynamically important. Indeed, during decay the pressures change sharply from values of few minus GPa to small values \( \approx 0 \) because at our temperatures vapor pressure is small. Boiling temperature \( T_{\text{boil}} \) for Ni is 3186 K. Even at this temperature the vapor pressure achieves only dynamically negligible value of \( 10^{-4} \) GPa.

4. ELECTRON-ION SCATTERING

It is necessary to have thermal conductivity coefficient \( \kappa(\rho, T_e, T_i) \) to run the 2T-HD code. Below the coefficient \( \kappa \) is calculated at \( \rho \approx \rho_0 \), since fast heat conduction takes place at the approximately isochoric 2T stage. Electron-ion (e-i) collisions dominate above the electron-electron (e-e) processes in contribution to the conduction coefficient \( \kappa \) in most cases. Namely, the e-i processes dominate everywhere on the \( T_e, T_i \) plane except the region of cold ions \( T_i \sim 300 \) K and hot electrons \( T_e > 2 \) eV. The model of thermal conductivity presented here generalizes the approach [24] developed for single-band metal. New model describes two-band metals with a significant role of the d-band. We consider Nickel as a typical 3d transition metal. Sections 4 and 5 describe electron-ion and electron-electron processes, respectively. Calculations done in Section 5 below include s-s and s-d scattering between electrons from s- and d-bands.

The effective collisional frequency is written as a sum of

\[
\nu = \nu_{ei} + \nu_{ee}, \quad \nu_{ei} \approx \nu_{si}, \quad \nu_{ee} \approx \nu_{ss} + \nu_{sd}.
\]  

(4.1)

Transport properties are defined mainly by s-band electrons since they have small effective mass and high mobility. The frequency \( \nu_{si} \) is defined from the effective Drude relation for electrical conductivity

\[
\sigma = \frac{n_se^2}{m_s} \nu_{si},
\]  

(4.2)
where \( n_s, m_s \) are concentration and mass of s-electrons, \( e \) is electron charge.

Electrical conductivity \( \sigma \), needed to define the frequency \( \nu_{si} \), is taken from published data. The effective e-e frequencies \( \nu_{ss} \) and \( \nu_{sd} \) are defined in the next Section from the partial thermal conductivity \( \kappa_{ee} \). This partial conductivity \( \kappa_{ee} \) includes only the e-e scattering. The conductivity \( \kappa_{ee} \) is calculated in the next Section from the solution of kinetic equation in the \( \tau- \) approximation by using the scattering matrix for the screened Coulomb interaction between electrons.

In this Section we consider the e-i processes. The effective frequency \( \nu_{si} \) is obtained from equation (4.2). After that we put it and the e-e frequencies (from the next Section) into equation (4.1), and finally receive \( \kappa \) for 2T Nickel using Drude relation for thermal conduction

\[
\kappa = (1/3) C_s u_s^2 / \nu. \tag{4.3}
\]

In (4.3) \( C_s \) is an electron heat capacity of s-electrons per unit volume,

\[
u_s^2 = (1.3 + 0.4 \cdot 10^{-4} T_e) \cdot 10^{16} \text{ [cm}^2/\text{s]} \]

is an averaged square of s-electron velocities, \( T_e \) is in [K].

5. ELECTRON-ELECTRON SCATTERING

Band structure of Nickel is shown in Fig. 5a. This structure is approximated by s- and d-parabolas. Density of state per atom in these bands can be written as

\[
g_s = \left( \frac{\sqrt{2} m_s}{\pi^2 n_{at} \hbar^3} \right) \sqrt{\epsilon - \epsilon_s}, \quad g_d = \left( \frac{\sqrt{2} m_d}{\pi^2 n_{at} \hbar^3} \right) \sqrt{\epsilon - \epsilon_1}, \tag{5.1}
\]
with electron effective masses

\[
m_s = \frac{(3\pi^2)^{2/3}}{2} \frac{\hbar^2 [n_{at} N_s(T_e = 0)]^{2/3}}{e_s}, \quad m_d = \frac{(3\pi^2)^{2/3}}{2} \frac{\hbar^2 [n_{at} N_d(T_e = 0)]^{2/3}}{e_1}.
\] (5.2)

Corresponding dispersion laws are

\[
\epsilon(p) = \epsilon_s + \frac{p^2}{2m_s}, \quad \epsilon'(p') = \epsilon_1 + \frac{p'^2}{2m_d}.
\] (5.3)

The approximation (5.1,5.2) allows to divide partial contributions of s- and d-electrons. We calculate s-band heat capacity \(C_s\) using the two-parabolic approximation.

In (5.1,5.2) \(n_{at} \approx 9 \cdot 10^{22} \text{ cm}^{-3}\) is concentration of Nickel atoms at normal conditions. The parameters describing s- and d-parabolas in Fig. 5a are: \(\epsilon_s = (-8.6) - (-8.8) \text{ eV}, \epsilon_1 = (-4) - (-4.5) \text{ eV}, \epsilon_2 = 0.17 - 0.2 \text{ eV}.\) Energy \(\epsilon\) in Fig. 5a is measured from zero temperature chemical potential \(\mu(T_e = 0)\) (Fermi energy). Nickel is metal with variable number 1-2 of the valence electrons. We suppose that there are \(N_s(T_e = 0) = 1.5\) in s-band at low temperatures. Variation of \(N_s(T_e = 0)\) in the range from 1 to 2 slightly influences results. Total number of electrons from 3d- and 4s-bands are: \(N_s + N_d = 10.\) Effective masses are: \(m_s = 1 - 1.2\) and \(m_d = 6.8 - 7.7\) in units of vacuum electron mass \(m_e.\)

Parabolic approximation (5.1,5.2) is necessary to calculate s-s and s-d scattering and the 2T heat conductivity, since in our calculations presented below the s- and d-electrons are considered as free moving particles with dispersion laws (5.3). They interact via screened Coulomb potential. Results of calculations are shown in Fig. 5b. The final value is the effective frequency \(\nu_{se}\) of the s-e collisions. This frequency is added to the \(\nu_{si}\) frequency of the s-i collisions, see equation (4.1). After that we obtain the required quantity - the 2T heat conduction coefficient \(\kappa(T_e, T_i)\) using equation (4.3).

Calculation of the frequency \(\nu_{es}\) includes three steps. At the first step we evaluate the frequencies \(\nu_{ss}(p)\) and \(\nu_{sd}(p)\) as functions of momentum \(p\) of s-electron. The function \(\nu_{ss}(p)\) has been found in paper [24]. Cumbersome procedures are required to
FIGURE 5. (a) (Color online) The “DFT” curve presents the Ni s- and b-bands according to DMol$^3$ [19] in simulation with all 28 electrons included. The DFT electron spectrum is approximated by two parabolas for s- (s-par) and d-bands (d-par). The arrow $\epsilon_1$ marks the bottom edge of s-band. The arrows $\epsilon_1$ and $\epsilon_2$ limit the d-band. (b) (Color online) Electron-electron collision frequencies for ss scattering in Al and Ni, for sd scattering in Ni, and total frequency $\nu_{se}$ of collisions of s-electron with s- and d-electrons "se=ss+sd". Compare the frequency $\nu_{se}(T_e)$ with frequency $\nu_{si}(T_i)$ plotted in Fig. 4b.

find function $\nu_{sd}(p)$. They are much longer than in the case of s-s scattering considered before [24], since now we have two different particles with different dispersion laws (5.3). Main technical complication follows from the fact that the d-band has the upper edge $\epsilon_2$ which bounds the parabolic law (5.3), see Fig. 5a. We have to analyze a six-dimensional integral to find the function $\nu_{sd}(p)$.

At the second step we put the function $\nu_{sd}(p)$ into expression for coefficient $\kappa_{sd}$. This expression follows from kinetic equation in $\tau-$approximation, where $\tau = 1/\nu_{sd}(p)$. At the simple third step we define the average s-d collisional frequency $\bar{\nu}_{sd}$ from Drude equation (4.3) and the coefficient $\kappa_{sd}$ defined at the second step. Finally, as was said, we obtain the sum $\bar{\nu}_{sd} + \bar{\nu}_{ss} + \nu_{si}$ (4.1) and put it into equation (4.3).

We describe here the s-d processes, since the s-s scattering has been presented before [24]. Consider the collision of s-electron having the momentum $p$ with the d-electron having momentum $p'$

$$p + p' \rightarrow (p + q) + (p' - q)$$

Here $q$ is a transferred momentum. Then the frequency of collisions of s-electron with the momentum $p$ with d-electrons can be written as

$$\nu_{sd}(p) = \frac{2\pi}{\hbar} \int \frac{u^2(q) d^3q}{(2\pi\hbar)^3} \int \frac{2d^3p'}{(2\pi\hbar)^3} \delta[(\epsilon(p) + \epsilon(p') - \epsilon(p + q) - \epsilon(p' - q)]$$

The interaction between electrons is described by the screened Coulomb potential

$$U(r) = \frac{e^2}{r} e^{-\kappa r}, \quad u(q) = \frac{4\pi e^2}{\kappa^2 + q^2/\hbar^2}$$

with the screening length $\lambda = 1/\kappa$ (not to be confused with heat conductivity).
Statistical factor

\[ S(p, p', q) = f_d(p') [1 - f_s(p + q)] [1 - f_d(p' - q)] + f_s(p + q) f_d(p' - q) [1 - f_d(p')] \]

is defined by the electron s- and d- energy bands, here \( f = 1/(1 + \exp((\epsilon - \mu)/T)) \) is Fermi distribution function for s- \( f_s \) and d- \( f_d \) electrons. We use energy conservation in s-d collision to simplify the factor \( S \). After that integrations over azimuthal and polar angles in the \( p' \) and \( q \) spaces have been performed. This allow us to reduce the multiplicity of integration in expression for \( \nu_{sd}(p) \) from six dimensions to two dimensions over the plane \( p', q \). Making these last integrations \( dp'dq \) we obtain the required dependence \( \nu_{sd}(p) \). This is the end of the first step from the sequence of the above described three steps.

At the second step, from the obtained dependence \( \nu_{sd}(p) \) we define the thermal conductivity coefficient due to s-d electron scattering

\[ \kappa_{sd}(T_e) = \frac{k}{3} \int (\epsilon - \mu) \left( -\frac{\partial f_s(\epsilon)}{\partial \epsilon} \right) \left( \frac{\partial \mu}{\partial T_e} + \frac{\epsilon - \mu}{T_e} \right) \frac{v_s^2(p)}{\nu_{sd}(p)} \frac{p^2 dp}{\pi^2 h^2}, \quad (5.4) \]

where \( v_s \) is a velocity of s-electrons.

At the third step, we define the required average frequency of s-d electron collisions \( \tilde{\nu}_{sd}(T_e) \) using the Drude relation. We do this using the calculated values \( \kappa_{sd}(T_e) \) (5.4), the average squared velocity of s-electrons, and their heat capacity per unit volume \( C_s(T_e) \)

\[ \tilde{\nu}_{sd}(T_e) = (1/3) C_s(T_e) \frac{v_s^2}{\kappa_{sd}(T_e)}. \quad (5.5) \]

The function (5.5) is shown in Fig. 6b.

It is significant to emphasize the importance of calculations of the e-e processes. Recent methods of description of conductivity based on the DFT packages and Kubo-Greenwood formula [27] do not include the e-e kinetic processes.

6. TWO-TEMPERATURE THERMAL CONDUCTION INCLUDING E-I AND E-E SCATTERING

Above we have calculated the average frequencies of s-s and s-d processes (the s-s procedure is taken from [24]). The results of calculation are shown in Fig. 5b. Addition of frequencies \( \nu_{si} + \tilde{\nu}_{ss} + \tilde{\nu}_{sd} \) (4.1) is equivalent to the sequential addition of resistances in the electrical circuit. Which frequency in the sum \( \nu(T_e, T_i) = \nu_{si}(T_i) + \nu_{se}(T_e) \) dominates, depends on the temperatures \( T_e \) and \( T_i \). There is a range of temperatures \( T_e \) and \( T_i \) where the s-e scattering dominates. The dependence \( \nu(T_e, T_i) \) is shown in Fig. 6a.

This situation with significant s-e scattering (not typical for normal conditions) is important for fast laser heating considered here. Indeed, during the very initial stage of propagation of electron heat wave electrons are hot while ions are cold. In this case ions keep their crystal order, and the e-i scattering is rather unimportant. While electrons partially lose their degeneracy and collide frequently. In this situation the s-e collisions limit the 2T heat conduction \( \kappa \) in cold crystal and hence limit the propagation velocity of a thermal wave.
Thermal conductivity \( \kappa \) in two-temperature case is shown in Fig. 6b. At the temperatures \( T_i = 0.3 \) kK, \( T_e = 20 \) kK the conductivity \( \kappa \) is the order of magnitude higher than the room temperature value (1100 W/K·m versus 91). If we do not include s-e scattering then the value \( \kappa(T_e = 20 \text{kK}, T_i = 0.3 \text{kK}) \) will be seven times higher than the value \( \kappa(T_e = 20 \text{kK}, T_i = 0.3 \text{kK}) = 1100 \) W/K·m shown in Fig. 6b. This example emphasizes importance of the e-e processes which significantly decrease thermal diffusivity and thickness \( d_T \) of a heated layer. Consequently, the e-e processes influence the value of ablation threshold and depth of a crater at the threshold, see Fig. 1a.

### 7. TWO-TEMPERATURE HYDRODYNAMICS

2T-HD code integrates kinematical and dynamical equations together with mass conservation

\[
\frac{\partial x(x^0, t)}{\partial t} = u(x^0, t), \quad \rho(x^0, t) \frac{\partial x(x^0, t)}{\partial x^0} = \rho^0, \quad \rho^0 \frac{\partial u}{\partial t} = - \frac{\partial p(x^0, t)}{\partial x^0}, \quad (7.1)
\]

and heat balances for electron and ion subsystems

\[
\rho^0 \frac{\partial (E_e / \rho)}{\partial t} = - \frac{\partial q}{\partial x^0} - \frac{\rho^0}{\rho} \alpha \cdot (T_e - T_i) + \frac{\rho^0}{\rho} Q - p_e \frac{\partial u}{\partial x^0}, \quad q = - \frac{\rho \kappa}{\rho^0} \frac{\partial T_e}{\partial x^0}, \quad (7.2)
\]

\[
\rho^0 \frac{\partial (E_i / \rho)}{\partial t} = \frac{\rho^0}{\rho} \alpha \cdot (T_e - T_i) - p_i \frac{\partial u}{\partial x^0}. \quad (7.3)
\]

The unknown variables in (7.1)-(7.3) are functions of \((x^0, t)\), where \( x^0 = x(x^0, t = -\infty) \) is Lagrangian coordinate, \( x(x^0, t) \) is a trajectory of a Lagrangian point \( x^0 \), \( x \) is direction.
FIGURE 7. (a) (Color online) Instant density profiles before and shortly after beginning of nucleation. The digits "15" and "23" mean the time instants $t = 15$ ps and $t = 23$ ps. The arrow marks initial position of the vacuum-Ni boundary $x(0, t = -\infty)$. The narrow dip appears shortly after nucleation. There are two narrow layers, where density increases, at the left and the right sides of the dip. Density increases in these layers since negative pressure of stretched Ni rises to zero inside the layers due to termination of stretching. (b) (Color online) Thickness $x^0_{crat} = 18$ nm of the spallation layer on Lagrangian length $x^0$ and absorbed fluence $F_{abs} = 150$ mJ/cm$^2$ agree with experimental threshold crater depth $x_{abl} (1.3)$ and $F_{abl} (1.2)$ given in Section 1 and Fig. 1a. The spallation layer is denoted as the label "18 nm". The digits "15" and "25" mean the time instants $t = 15$ ps and $t = 25$ ps. Comparing the instants 23 and 25 ps in the left and right panels, we see that situation in the nucleation zone changes fast near the instant of beginning of nucleation.

of motion, $p_e, p_i$ and $p$ are partial and total pressures, $E_e, E_i$ are partial energies per unit of volume, see Sections 2 and 3 above, $Q$ is a source of energy due to absorption of a laser pulse. Coefficient $\kappa$ in equation (7.2) for heat flux $q$ has been described in Section 6.

Results of typical 2T-HD simulation is presented in Figs. 7 (a, b). Laser energy $F_{abs} = 150$ mJ/cm$^2$ is absorbed at a vacuum-Nickel boundary of a thick target. Maximum electron temperature $\approx 22$ kK is achieved at the end of the laser pulse. Duration of the pulse is 80 fs as in the experiments described in Section 1. Electron-ion temperature equilibration processes proceeds $t_{eq} \approx 7 – 9$ ps. Electron pressure $p_e$ is $\approx 40$ GPa at the end of the pulse. Further electron contribution into total pressure $p = p_e + p_i$ decreases and at $t > t_{eq}$ we have $p_i \approx p$.

Laser action onto bulk Nickel has been considered in the paper [3]. This was a MD approach. Larger values of electron heat capacity $1065T_e$ J·K$^{-1}$·m$^{-3}$ and electron heat conductivity $\kappa_{ei}T_e/T_i$, than presented above, have been used in [3]; here $\kappa_{ei} = \kappa(\rho_0, T_e = 300$ K, $T_i = 300$ K) $= 91$ W·K$^{-1}$·m$^{-1}$ is a heat conduction coefficient at room temperature. Increases of heat capacity and heat conductivity compensate each other when we calculate the 2T thermal diffusivity. This diffusivity, together with duration of 2T stage, defines thickness of heated layer $d_T$. Depth of a crater at an ablation threshold $x_{abl}$, see (1.3), is of the order of thickness of the heated layer $d_T$. Therefore the heat diffusivity influences ablation threshold $F_{abl} (1.2)$: larger $x_{abl}$ corresponds to larger $F_{abl}$ (if material strength is the same). In [3] the values $x_{abl}, F_{abl}$ are 25-30% higher than results of this paper. Duration of a laser pulse $\tau_L$ in [3] is 1 ps. This duration is longer
FIGURE 8. (a) (Color online) 2T-HD. Instant pressure profiles before and after nucleation. It is clear that deepening of the pressure well \( p < 0 \) takes place due to expansion caused by motion of the vacuum-metal boundary to the left side. The boundary is at the left side in the point where \( p = 0 \). After nucleation two shocks begin to propagate from the nucleation layer. The shocks rise pressure from negative values of pressure ahead the shocks. The digits "15" and "25" mean the time instants \( t = 15 \) ps and \( t = 25 \) ps. The arrow "m" corresponds to position of a melting front.

(b) (Color online) Molecular dynamics (MD) simulation with \( F_{\text{abs}} = 150 \) mJ/cm\(^2\). In MD simulation the pressure in the nucleation region more slowly rises after nucleation than in 2T-HD since in MD the foam appears [9]. The foam continues to resist to stretching. While in 2T-HD the material ceases to resist after few integration time steps after nucleation.

than considered above (80 fs). If duration \( \tau_L \) is smaller than temperature equilibration time \( t_{eq} \approx 7 \) ps then a specific value of pulse duration \( \tau_L \) weakly affects the ablation threshold \( F_{\text{abl}} \). \( F_{\text{abl}} \) increases with increase of \( \tau_L \).

Profiles of tensile stress are shown in Fig. 8 (a, b). Stretching of Nickel by tensile stress leads to nucleation. Nucleation takes place if absorbed fluence \( F_{\text{abs}} \) overcomes an ablation threshold \( F_{\text{abl}} \). Experimental value for the threshold \( F_{\text{abl}} \) is given by (1.2).

2T-HD simulation shown in Figs. 7 and 8a corresponds to the case when \( F_{\text{abs}} \) is slightly above the threshold \( F_{\text{abl}} \). Therefore nucleation takes place in few separated positions at the \( x \) axis. One shock running from nucleation position rises pressure from \( p < 0 \) to \( p \approx 0 \). Collision of shocks running from two neighboring positions doubles the pressure increment. Therefore there are places with \( p > 0 \) inside the layers where material "knows" that nucleation has occurred, see Fig. 8a.

In 2T-HD we use picture of thermal fluctuations to define place and instant where nucleation begins. Nucleation begins if the time \( \tau_{\text{nuc}} \) for creation of a viable void becomes smaller than the expansion time \( \tau_{\text{expan}} \) [5]. The time \( \tau_{\text{expan}} \) is the least from the two times. One is the time during which the Lagrangian particle is under tensile stress. Another time is the inverse deformation rate \( V/V \). Nucleation time [28] is

\[
\tau_{\text{nuc}} = \frac{|p| \eta}{V_{\text{nuc}}(\rho/m_{\text{at}})^2 \sigma^3/2 \sqrt{k_B T_i}} \exp \frac{W}{k_B T_i}, \quad W = \frac{16\pi \sigma^3}{3 \rho^2}.
\]

Here \( \eta \) is dynamical viscosity, \( \sigma = \sigma_0 (1 - T_i/T_c)^{1.25} \) is surface tension, \( T_c \) is critical temperature. Volume \( V_{\text{nuc}} \) is equal to causally linked neighborhood
\[ V_{\text{nuc}} = \left( \frac{4\pi}{3} c \tau_{\text{nuc}} \right)^3 \] of the nucleation point. In 2T-HD the pressure in nucleation point after nucleation is equal to zero.

Temperature in the nucleation points shown in Figs. 7 and 8 is 2.5 kK. Before nucleation Nickel is significantly stretched. Its equilibrium density at this temperature is 7.3 g/cm\(^3\), see Fig. 3a. The arrow "m" in Fig. 8a marks the right end of molten Nickel.

**CONCLUSIONS**

Experimental results relating to single shot action on a target are presented. They include measurements of absorbed energy and final topology of irradiated laser spot. Consistent approach, based on calculations of electron conductivity in 2T state, allows us to adjust the data and simulations.
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